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Abstract

The AFRIMTE challenge set from WMT 2024
Metrics Shared Task aims to evaluate the ca-
pabilities of evaluation metrics for machine
translation on low-resource African languages,
which primarily assesses cross-lingual transfer
learning and generalization of machine trans-
lation metrics across a wide range of under-
resourced languages. In this paper, we analyze
the submissions to WMT 2024 Metrics Shared
Task. Our findings indicate that language-
specific adaptation, cross-lingual transfer learn-
ing, and larger language model sizes con-
tribute significantly to improved metric per-
formance. Moreover, supervised models with
relatively moderate sizes demonstrate robust
performance, when augmented with specific
language adaptation for low-resource African
languages. Finally, submissions show promis-
ing results for language pairs including Darija-
French, English-Egyptian Arabic, and English-
Swahili. However, significant challenges per-
sist for extremely low-resource languages such
as English-Luo and English-Twi, highlighting
areas for future research and improvement in
machine translation metrics for African lan-
guages.

1 Introduction

Recent machine translation (MT) research has
scaled dramatically, encompassing hundreds of lan-
guages, including many under-resourced ones (Fan
etal.,2021a; NLLB-Team et al., 2022; Bapna et al.,
2022; Kudugunta et al., 2023). However, accurately
measuring MT quality in low-resource languages
remains challenging. Conventional metrics like
BLEU (Papineni et al., 2002), METEOR (Banerjee
and Lavie, 2005), and chrF (Popovi¢, 2015), which
rely on n-gram matching, often fail to capture
deeper semantic similarities (Zhang et al., 2020;
Rei et al., 2020; Sai B et al., 2023).

Newer approaches include embedding-based
metrics like BERTScore (Zhang et al., 2020) and

learned metrics such as COMET (Rei et al., 2020),
which have shown promise in more accurately eval-
uating translations across diverse languages. How-
ever, the application of these neural-based metrics
to under-resourced languages continues to face sig-
nificant challenges (Wang et al., 2024), highlight-
ing ongoing areas of research in multilingual MT
evaluation. These challenges include: (1) data
scarcity impeding metric development, (2) com-
plexity in annotation guidelines challenging non-
expert evaluators, and (3) limited language model
coverage restricting applicability, which under-
score the need for continued innovation in MT eval-
uation methods, particularly for under-resourced
African languages.

In response to these challenges, Wang et al.
(2024) have introduced AFRIMTE, a human evalu-
ation dataset focusing on MT adequacy and fluency
for 13 typologically diverse African languages.
This dataset addresses the data scarcity issue and
employs simplified MQM evaluation guidelines
tailored for non-expert translators, thus tackling
two of the primary challenges in this field. More-
over, the authors establish benchmark systems for
MT Evaluation and reference-free Quality Esti-
mation (QE) by leveraging transfer learning tech-
niques. These techniques draw from existing, well-
resourced Direct Assessment (Graham et al., 2013)
(DA) data and utilize an African-centric multilin-
gual pre-trained language model, thereby address-
ing the challenge of limited language model cover-
age for African languages.

Building on this work, the WMT 2024 Metrics
Shared task incorporates the translation adequacy
test set from AFRIMTE as a challenge set. This
inclusion aims to evaluate the capabilities of metric
systems for machine translation on low-resource
African languages, primarily assessing the cross-
lingual transfer learning ability and generalization
of these systems across a wide range of under-
resourced African languages.
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Our examination of task submissions has yielded
several key findings in the development of ma-
chine translation metrics for African languages. We
observed that language-specific adaptation, cross-
lingual transfer learning, and increased language
model sizes contribute to significant improvements
in metric performance. Even supervised models of
relatively modest scale can achieve robust results
when augmented with language adaptation tech-
niques. In addition, our analysis reveals promising
outcomes for certain language pairs, such as Darija-
French, English-Egyptian Arabic, and English-
Swahili. However, persistent challenges remain
evident in extremely low-resource languages like
English-Luo and English-Twi. These disparities
underscore critical areas requiring further investi-
gation and highlight the need for targeted research
in developing effective metrics across the diverse
linguistic landscape of Africa.

2 AFRIMTE

AFRIMTE (Wang et al., 2024) focuses on the
dev and devtest subsets of the FLORES-200
dataset (NLLB-Team et al., 2022). It covers 13 lan-
guage pairs (LPs), primarily focusing on African
languages with English, plus Darija-French and a
control pair of English-French. In details, there
are Darija-French (ary-fr), English-Egyptian Ara-
bic (en-arz), English-French (en-fr), English-Hausa
(en-hau), English-Igbo (en-ibo), English-Kikuyu
(en-kik), English-Luo (en-luo), English-Somali (en-
som), English-Swahili (en-swh), English-Twi (en-
twi), English-isiXhosa (en-xho), English-Yoruba
(en-yor), and Yoruba-English (yor-en). The an-
notations were also extended on domain-specific
translations for English-Yoruba.

The MT outputs were generated using two open-
source MT engines: NLLB-200 (600M) (NLLB-
Team et al., 2022) and M2M-100 (418M) (Fan
et al., 2021b). Most language pairs use NLLB-200,
except for English-French and English-Swahili,
which use M2M-100 due to their exceptionally
high translation quality based on NLLB-200. The
authors noted that while some language pairs like
English-isiXhosa showed high overall quality, mi-
nor errors at the word level were still present.

AFRIMTE initially provides both fine-grained
word-level error annotations and sentence-level
Direct Assessment scoring for translation ade-
quacy and fluency. For the WMT 2024 Metrics
Shared Task, we utilize the adequacy test set from

LP \ Test # H LP \ Test #
ary-fr 187 en-som | 226
en-arz 250 en-swh 157
en-fr 250 en-twi 247
en-hau 240 en-xho 243
en-ibo 120 en-yor 239
en-kik 202 yor-en 212
en-luo 242

Total: 2815 annotations

Table 1: Counts of adequacy annotations for each lan-
guage pair (LP) in the test set of AFRIMTE.

AFRIMTE as the African Challenge set to evaluate
the sentence-level scoring performance of submit-
ted metrics, focusing specifically on the FLORES-
200 subsets within the dataset. Table 1 presents
the counts of translation annotations in this chal-
lenge set. Due to the limited sizes of annotations
for individual language pairs, we merge test data
from all LPs into a single African-centric dataset to
enhance evaluation significance for MT evaluation
and reference-free quality estimation (QE) metrics.
However, recognizing that different LPs may have
varying score ranges, potentially favoring metrics
that correlate with these distributions more than
actual quality, we also report metric performance
on each LP separately. This approach balances
the need for statistical robustness with LP-specific
insights.

3 Metrics

The WMT 2024 Metrics Shared Task received vari-
ous metric submissions from both task organizers
and participants. Our analysis will concentrate on
the baseline metrics provided by the task organizers
and the primary and contrastive metrics submitted
by the participants.

3.1 Baselines

The baseline metrics for MT evaluation include
BLEU (Papineni et al., 2002), chrF (Popovi¢,
2015), spBLEU (Fan et al., 2021a), prism-
Ref (Thompson and Post, 2020), YiSi-1 (Lo,
2019), COMET-22 (Rei et al., 2022a), BLUERT-
20 (Sellam et al., 2020), and BertScore (Zhang
et al., 2019). For reference-free quality estima-
tion, the baseline metric is CometKiwi (Rei et al.,
2022b). Additionally, we include AfriCOMET
and AfriCOMET-QE for comparison, which are
the African extensions of COMET-22 (Rei et al.,
2022a) and CometKiwi (Rei et al., 2022b) pro-

506



posed by Wang et al. (2024). They employ transfer
learning from well-resourced DA data and utilize
an African-centric multilingual pre-trained encoder,
AfroXLMR (Alabi et al., 2022), to build MT evalu-
ation and QE models for African languages.

3.2 Submissions from Participants

The metrics submitted by participants for
MT evaluation include XCOMET (Guerreiro
et al., 2023), METRICX-24 and METRICX-24-
HYBRID (Juraska et al., 2024)", chrF-S (Mukherjee
and Shrivastava, 2024), METAMETRICS-MT (Anu-
graha et al., 2024), damonmonli, and monmonliZ.
For reference-free QE, the submitted metrics are
XCOMET-QE (Guerreiro et al., 2023), METRICX -
24-QE and METRICX-24-HYBRID-QE (Juraska
et al., 2024)3, QE model of METAMETRICS-MT
(Anugraha et al., 2024), GEMBA-ESA (Kocmi and
Federmann, 2023), and XLsimMQM (Mukherjee
and Shrivastava, 2023). Details of all metrics can
be found in Freitag et al. (2024).

3.3 AfriCOMET-1.1 and AfriCOMET-QE-1.1

In the ongoing efforts to enhance performance on
African languages, we explore the use of a more
advanced African pre-trained encoder. Specifi-
cally, we re-train AfriCOMET and AfriCOMET-
QE using AfroXLMR-76 (Adelani et al., 2024)
and conduct the training in single-task learning
mode (Wang et al., 2024).

AfroXLMR-76 (Adelani et al., 2024) is an en-
hanced version of AfroXLMR (Alabi et al., 2022),
which itself was a multilingual adaptation of the
XLM-R-large model for 20 widely spoken African
languages (each with at least SOMB of data).
AfroXLMR-76 scales the language coverage up to
76 languages, including 61 languages with at least
10MB of data and an additional 15 languages with
less than 10MB. To address the scarcity of mono-
lingual data for some African languages, Adelani
et al. (2024) proposed to generate synthetic parallel
sentences by translating an English news commen-
tary dataset (Kocmi et al., 2022) using the NLLB
(600M) model.This expanded language coverage
and increased training data volume have resulted
in AfroXLMR-76 outperforming its predecessor,
AfroXLLMR, on the SIB-200 topic classification

'"METRICX-24 is the contrastive system to METRICX-24-
HYBRID

>The monmonli is the contrastive system to damonmonli.

SMETRICX-24-QE is the contrastive system to METRICX -
24-HYBRID-QE

Metrics | Pearson Spearman Kendall
METRICX-24* 0.5188 0.3949 0.2714
AfriCOMET-1.1* 0.5117 0.4129 0.2865
AfriCOMET-1.0 0.4821 0.3857 0.2675
METRICX-24-HYBRID | 0.4764 0.3844 0.2640
METAMETRICS-MT 0.3934 0.3429 0.2360
COMET-22 0.3674 0.2835 0.1943
YiSi-1 0.3058 0.2453 0.1666
chrF-S 0.3121 0.2332 0.1584
chrF 0.2833 0.2193 0.1492
BERTScore 0.2959 0.1834 0.1248
BLEURT-20 0.2284 0.2225 0.1492
XCOMET 0.2224 0.2119 0.1451
spBLEU 0.2159 0.2052 0.1388
monmonli 0.2022 0.1713 0.1152
damonmonli 0.2007 0.1690 0.1138
BLEU 0.1863 0.1897 0.1282
PrismRefMedium 0.1149 0.1799 0.1202
PrismRefSmall 0.1058 0.1642 0.1099

Table 2: Segment-level correlation coefficients of MT
evaluation metrics on the entire AFRIMTE. Metrics
marked with * are ranked first based on the Perm-Input
hypothesis test (Deutsch et al., 2021).

dataset for African languages (Adelani et al., 2024).

We refer to the original models using AfroX-
LMR as AfriCOMET-1.0* and AfriCOMET-
QE-1.0°, while the new versions leveraging
AfroXLMR-76 are called AfriCOMET-1.1° and
AfriCOMET-QE-1.17, respectively.

4 Analysis

This section presents a comprehensive analysis
of the metrics outlined in Section 3. Our evalu-
ation framework is structured around two primary
components. First, we assess segment-level per-
formance by examining the correlation between
metric scores and human DA scores. This assess-
ment involves analyzing correlation coefficients
on the entire mixed African Challenge set and cal-
culating weighted average correlation coefficients
across various language pairs. Second, we con-
duct a language-specific analysis by computing
average correlation coefficients for each individual
language pair across all metric systems.

4https://huggingface.co/masakhane/
africomet-stl
Shttps://huggingface.co/masakhane/
africomet-qge-stl
®https://huggingface.co/masakhane/
africomet-stl-1.1
"https://huggingface.co/masakhane/
africomet-qe-stl-1.1
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Metrics | Pearson Spearman Kendall

METRICX-24* 0.6269 0.4833 0.3455
METRICX-24-HYBRID | 0.5972 0.4695 0.3351
METAMETRICS-MT 0.5295 0.4726 0.3368
AfriCOMET-1.1 0.5399 0.4363 0.3097
AfriCOMET-1.0 0.5260 0.4261 0.3027
XCOMET 0.4108 0.4045 0.2874
COMET-22 0.4513 0.3432 0.2430
YiSi-1 0.4233 0.3125 0.2182
BLEURT-20 0.3604 0.3428 0.2396
BERTScore 0.3997 0.2933 0.2049
chrF-S 0.3763 0.3025 0.2106
damonmonli 0.3627 0.3013 0.2100
chrF 0.3593 0.2955 0.2053
monmonli 0.3215 0.2877 0.1991
PrismRefMedium 0.2389 0.2978 0.2053
PrismRefSmall 0.2250 0.2868 0.1984
spBLEU 0.2585 0.2515 0.1733
BLEU 0.2394 0.2457 0.1691

Table 3: Segment-level weighted average correlation
coefficients of MT evaluation metrics, averaged across
language pairs on AFRIMTE, with weights based on
the size of each language pair group. The metric marked
with * ranks first based on the average of Pearson, Spear-
man, and Kendall correlation coefficients.

4.1 Segment-level Averaged Correlation

For both MT evaluation and reference-free QE
tasks, we assess the metric performance using three
widely adopted correlation coefficients: Pearson,
Spearman-rank, and Kendall-rank. These coef-
ficients measure the correlation between metric
scores and human DA scores, each capturing differ-
ent aspects of the relationship (Deutsch et al., 2023).
To validate the statistical significance of our results,
we additionaly employ the Perm-Input hypothesis
test (Deutsch et al., 2021), which is conducted with
200 re-sampling runs and a significance level of
p = 0.05, producing rankings of the various auto-
matic metrics based on their performance.

4.1.1 MT Evaluation Metric

We present the segment-level correlation coef-
ficients of MT evaluation metrics on the en-
tire AFRIMTE test set in Table 2 and the weighted
average correlation coefficients across various
language pairs in Table 3. Detailed Pearson,
Spearman-rank, and Kendall-rank correlations of
baseline metrics and primary submissions for each
language pair are shown in Figures 3, 4, and 5 of
Appendix A.

For MT evaluation, Table 2 provides valu-
able insights into evaluation metrics’ perfor-
mance on the African Challenge Set. Gener-
ally, Pearson correlations are generally higher

than Spearman and Kendall, with rankings re-
maining largely consistent across correlation
types. The top-performing metrics—METRICX-
24, AfriCOMET-1.1, AfriCOMET-1.0, and
METRICX-24-HYBRID—are all based on pre-
trained multilingual large language models (LLMs)
and utilize supervised learning. These metrics con-
sistently outperform other types across all correla-
tion coefficients. METRICX-24 and AfriCOMET-
1.1 emerge as the best performers, statistically in-
distinguishable from each other. The improved
performance of AfriCOMET-1.1 over its prede-
cessor suggests ongoing enhancements in these
LLM-based metrics. It is evident that African-
centric LLM-based metrics (AfriCOMET variants)
perform exceptionally well, highlighting the im-
portance of language-specific fine-tuning for low-
resource African languages.

Moreover, the weighted average correlation re-
sults presented in Table 3 offer additional valu-
able insights. METRICX-24 still emerges as
the top-performing metric, achieving the high-
est correlation with human judgments across all
three correlation coefficients (Pearson: 0.6269,
Spearman: 0.4833, Kendall: 0.3455). Its hybrid
variant, METRICX-24-HYBRID, follows closely,
suggesting the robustness of this metric family.
METAMETRICS-MT shows strong performance,
ranking third overall with high correlation coef-
ficients. As an ensemble method, it selectively
combines complementary metrics, proves effec-
tive for African languages despite these metrics
being trained on general WMT data. In addition,
AfriCOMET-1.1 and its predecessor AfriCOMET-
1.0 show robust performance indicating their effec-
tiveness for African language pairs.

Traditional metrics like BLEU and its variant
spBLEU demonstrate relatively weak correlations,
reinforcing the need for more advanced metrics
in evaluating MT quality for African languages.
Interestingly, some widely-used metrics such as
BERTScore and BLEURT-20 show moderate per-
formance, outperforming traditional metrics but
falling behind the top-performing ones. The consis-
tent ranking across different correlation coefficients
suggests a reliable performance hierarchy among
these metrics. However, the overall moderate corre-
lation values (mostly below 0.5 for Spearman and
Kendall) highlight the ongoing challenges in accu-
rately evaluating MT quality for African languages.
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Average Correlation Coefficients across Systems for MT Evaluation
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Figure 1: Average correlations across MT evaluation metrics for each language pair.

Metrics | Pearson Spearman Kendall
METRICX-24-QE* 0.4857 0.3810 0.2616
AfriCOMET-QE-1.1* 0.4760 0.3961 0.2747
METRICX-24-HYBRID-QE | 0.4337 0.3594 0.2464
GEMBA-ESA 0.4033 0.3300 0.2427
METAMETRICS-MT 0.3781 0.3004 0.2050
AfriCOMET-QE-1.0 0.3496 0.2524 0.1729
CometKiwi-XXL 0.2149 0.1814 0.1254
XCOMET-QE 0.1717 0.1528 0.1042
CometKiwi 0.1685 0.1259 0.0838
XLsimMQM 0.0886 0.0925 0.0619

Table 4: Segment-level correlation coefficients of QE
metrics on AFRIMTE. Metrics marked with * are
ranked first based on the Perm-Input hypothesis test
(Deutsch et al., 2021).

Metrics \Pearson Spearman Kendall

METRICX-24-QE* 0.5790 0.4383 0.3117
METRICX-24-HYBRID-QE | 0.5530 0.4289 0.3048
AfriCOMET-QE-1.1 0.4905 04117 0.2900
GEMBA-ESA 0.4624 0.3793 0.2900
METAMETRICS-MT 0.5010 0.3610 0.2528
AfriCOMET-QE-1.0 0.4774 0.3743 0.2628
CometKiwi-XXL 0.3709 0.3428 0.2417
XCOMET-QE 0.3087 0.3290 0.2317
CometKiwi 0.3301 0.2914 0.2046
XLsimMQM 0.1548 0.1817 0.1256

Table 5: Segment-level weighted average correlation
coefficients of QE metrics, averaged across language
pairs on AFRIMTE, with weights based on the size of
each language pair group. The metric marked with *
ranks first based on the average of Pearson, Spearman,
and Kendall correlation coefficients.

4.1.2 Quality Estimation as a Metric

QE presents a more challenging and purely cross-
lingual task, making its investigation essential. Ta-

bles 4 and 5 presents the segment-level correlation
coefficients of QE metrics on the entire AFRIMTE
and weighted average correlations across language
pairs. Detailed Pearson, Spearman-rank, and
Kendall-rank correlations of baseline metrics and
primary submissions for each language pair are
shown in Figures 6, 7, and 8 of Appendix A.
Comparing results in Tables 2 and 4, and re-
sults in Tables 3 and 5, we have observed signif-
icant performance gaps between MT evaluation
models and their QE counterparts. This is evident
when comparing specific versions, such as the dif-
ferences between METRICX-24 and METRICX-
24-QE, XCOMET and XCOMET-QE, as well as
AfriCOMET-1.1 and AfriCOMET-QE-1.1. These
disparities underscore the increased complexity of
the QE task, which requires assessing translation
quality without access to reference translations.
Tables 4 and 5 reveal the superior performance
of LLM-based supervised-learning metrics in the
QE task. Specificallyy, METRICX-24-QE and
AfriCOMET-QE-1.1 emerge as the top-performing
metrics on the entire AFRIMTE test set (Ta-
ble 4). These metrics demonstrate statistically in-
distinguishable performance, as confirmed by the
Perm-Input hypothesis test. Furthermore, in the
weighted average correlation across different lan-
guage pairs (Table 5), METRICX-24-QE consis-
tently outperforms other approaches. This trend
in QE metrics mirrors the pattern observed in MT
evaluation metrics, underscoring the effectiveness
of LLM-based supervised-learning approaches in
both contexts for African languages. Additionally,
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METAMETRICS-MT, as a meta-metric, contin-
ues to show strong performance, further validating
the effectiveness of ensemble methods in address-
ing the complexities of African language evalua-
tion. Another LLM-based metric, GEMBA-ESA,
which employs a two-step approach: first collect-
ing MQM error spans, and then assigning the final
score also demonstrates robust performance, fur-
ther highlighting the potential of LLM-based tech-
niques in QE tasks for African languages. How-
ever, supervised QE metrics such as CometKiwi,
CometKiwi-XXL, and XCOMET-QE show rela-
tively poor performance, suggesting they might
not be well-suited for African languages without
specific language adaptation.

4.1.3 Language Adaptation, Cross-lingual
Transfer, and Model Size as Key Factors
in Metric Performance

Our analysis on the baseline and task submissions
reveals that language-specific tuning, cross-lingual
transfer learning, and model size are crucial factors
in MT evaluation and Quality Estimation.

The top-performing systems demonstrate these
principles in various ways. METRICX-24 sys-
tems, based on mT5-XXL (Xue et al., 2020),
cover a wide range of languages, including several
African languages such as Hausa, Igbo, Somali,
Swahili, Xhosa, Yoruba, and Zulu. In contrast,
AfriCOMET models use African-enhanced masked
language models (AfroXLMR and AfroXLMR-76)
with well-resourced DA training data, showcasing
the benefits of language-specific adaptation. Both
METRICX-24 and AfriCOMET variants employ
supervised training and cross-lingual transfer learn-
ing, proving effective for low-resource language
scenarios. The impact of model size is evident,
with AfriCOMET variants (560 million parame-
ters) and METRICX-24 (13 billion parameters)
both achieving strong results. While METRICX-
24’s larger size contributes to its superior perfor-
mance, AfriCOMET’s performance demonstrates
that well-adapted smaller models can also yield
robust results.

Moreover, the excellent performance of
METAMETRICS-MT underscores the potential
of ensembling robust metrics to create effec-
tive meta-metrics. The promising results of
GEMBA-ESA further highlight the effectiveness
of LLM-based prompting techniques in this
domain. These findings collectively emphasize
the potentials of model ensemble and innovative

LLM prompting strategies in developing effective
MT evaluation and QE metrics, particularly for
low-resource languages.

4.2 Language-Specific Performance: Average
Correlations across Metrics

To investigate model performance on specific lan-
guage pairs, we calculate the average correlation co-
efficients for each individual language pair across
all metric systems, providing insights into how well
metrics perform for specific language pairs. Results
are shown in Figure 1 and 2.

4.2.1 Performance on MT Evaluation

Figure 1 depicting the average correlation coeffi-
cients across metric submissions for MT evaluation
reveals significant variations in metric performance
on different language pairs. Consistently across all
pairs, Pearson correlation shows the highest values,
followed by Spearman and then Kendall, suggest-
ing stronger linear relationships between human
and metric scores compared to monotonic or or-
dinal relationships. English-Swahili (en-swh) and
Darija-French (ary-fr) demonstrate the highest cor-
relations across all three metrics, likely due to their
status as more resource-rich or commonly studied
pairs. In contrast, English-Luo (en-luo), English-
Twi (en-twi), and English-isiXhosa (eng-xho) ex-
hibit the lowest correlations, indicating particular
challenges for MT evaluation in these language
pairs.

4.2.2 Performance on QE

A consistent pattern emerges in the QE task (Fig-
ure 2) where Pearson correlations generally show
the highest values. Language pair performance is
notably similar across both figures, with resource-
rich pairs like English-Swahili (en-swh) consis-
tently demonstrating higher correlations, while ex-
tremely low-resource pairs such as English-Luo
(en-luo) and English-Twi (en-twi) show persistently
lower correlations. Interestingly, some language
pairs show improved relative performance in QE
compared to MT Evaluation. For example, English-
Egyptian Arabic (en-arz) and English-Hausa (en-
hau) demonstrate better results in QE, possibly indi-
cating their suitability for reference-free evaluation
methods.

4.2.3 Some Special Cases

Contrary to expectations, English-French (en-fr)
does not emerge as the top-performing language
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Average Correlation Coefficients across Systems for QE
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Figure 2: Average correlations across QE metrics for each language pair.

pair in either the MT evaluation or the QE task.
This surprising result might be attributed to two
factors. First, as illustrated in Table 7 of Wang
et al. (2024), there is a scarcity of supervised DA
training datasets for English-French. Second, the
performance may be affected by the “curse of mul-
tilinguality” (Pfeiffer et al., 2022), a phenomenon
where model performance on high-resource lan-
guages can degrade when the pre-trained model
is fine-tuned and enhanced with data from multi-
ple low-resource languages, in this case, African
languages.

Another noteworthy case is English-isiXhosa
(en-xho).  As previously observed, English-
isiXhosa translations demonstrated high overall
sentence-level quality (median DA: 100 accord-
ing to Wang et al. (2024)) , with only minor er-
rors at the word level. This characteristic makes it
particularly challenging to differentiate and rank
translation quality. Consequently, the relatively
lower performance of Spearman and Kendall for
English-isiXhosa is expected.

5 Conclusion

In conclusion, our analysis on submissions to
the AFRIMTE challenge set of WMT 2024 Met-
rics Shared Task for African languages reveals
that LLM-based supervised-learning metrics, es-
pecially those with African-centric tuning, con-
sistently outperform traditional and other neural-
based approaches in both MT evaluation and Qual-
ity Estimation tasks. Language-specific adaptation,
cross-lingual transfer learning, and larger model
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sizes contribute significantly to improved metric
performance. However, challenges persist for ex-
tremely low-resource languages such as Luo and
Twi. Our analysis also highlights unexpected per-
formance patterns in certain language pairs, includ-
ing English-French and English-isiXhosa, demon-
strating the complexities of evaluating machine
translation across diverse African languages.
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A Appendix

Detailed Pearson, Spearman-rank, and Kendall
correlation coefficients of MT evaluation and QE
metrics for each language pair are shown in Fig-
ures 3,4, 5, 6, 7, and 8 accordingly.
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Figure 3: Pearson Correlations of MT Evaluation Metrics for each language pair.
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Figure 4: Spearman-rank Correlations of MT Evaluation Metrics for each language pair.
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Figure 5: Kendall-rank Correlations of MT Evaluation Metrics for each language pair.
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Figure 7: Spearman-rank Correlations of QE Metrics for each language pair.
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Figure 8: Kendall-rank Correlations of QE Metrics for each language pair.
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