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Abstract

This paper addresses the challenge of accu-
rately translating technical terms, which are
crucial for clear communication in specialized
fields. We introduce the Parenthetical Termi-
nology Translation (PTT) task, designed to mit-
igate potential inaccuracies by displaying the
original term in parentheses alongside its trans-
lation. To implement this approach, we gener-
ated a representative PTT dataset using a collab-
orative approach with large language models
and applied knowledge distillation to fine-tune
traditional Neural Machine Translation (NMT)
models and small-sized Large Language Mod-
els (sLMs). Additionally, we developed a novel
evaluation metric to assess both overall transla-
tion accuracy and the correct parenthetical pre-
sentation of terms. Our findings indicate that
sLMs did not consistently outperform NMT
models, with fine-tuning proving more effec-
tive than few-shot prompting, particularly in
models with continued pre-training in the target
language. These insights contribute to the ad-
vancement of more reliable terminology trans-
lation methodologies.

1 Introduction

Terminology translation task is essential for under-
standing documents rich in technical terms, such as
academic papers and technical reports. Tradition-
ally, methods in the task have involved identifying
term pairs in the source and target languages and us-
ing these pairs for training or post-editing purposes.
However, challenges arise when there is no precise
match for a term in the target language, or when
new terms are used inconsistently. For instance, the
term "fine-tuning" may be variably translated as "
el EY" or "B A Z A" in Korean.

To address this, our research proposes a novel
approach called Parenthetical Terminology Trans-
lation (PTT), which displays the original term in
parentheses alongside its translation. This approach
aims to mitigate reader confusion, especially when

suitable translations are unavailable or translation
accuracy is low. Although similar translation strate-
gies using parenthetical form have been suggested
in previous studies, effective technical solutions for
this approach remain underexplored.

With the advent of advanced Large Language
Models (LLMs), researchers have started exploring
their potential for various tasks, including transla-
tion. LLMs can effectively support PTT through
simple prompt usage, offering a promising solution
for this approach. However, the practical applica-
tion of LLMs is hindered by their high computa-
tional costs and latency, making them less feasible
for real-time or large-scale deployment.

To mitigate these limitations, this study fo-
cuses on achieving the capabilities of LLMs us-
ing smaller, traditional Neural Machine Translation
(NMT) models and small-sized Language Models
(sLMs). We generated a high-quality PTT dataset
using LLLMs and distilled the knowledge by fine-
tuning these smaller models with this dataset. This
approach ensures that the benefits of LLMs can
be harnessed without incurring high computational
costs. Additionally, we evaluated the performance
of various models and training methods to optimize
model performance and efficiency, particularly for
the specialized PTT task.

Our proposed task extends beyond mere transla-
tion accuracy; it also emphasizes the correct presen-
tation of technical terms within parentheses, which
is crucial for enhancing reader comprehension. To
quantitatively evaluate this aspect, we introduced
a novel metric specifically designed to assess the
models’ ability to accurately and effectively use
parenthetical annotations. This metric not only eval-
uates translation quality but also ensures that tech-
nical terms are correctly presented, allowing for a
robust comparison of model performance across
different architectures and training techniques.

Thus, this paper makes three significant contri-
butions to the field of terminology translation:

1410

Proceedings of the Ninth Conference on Machine Translation, pages 1410-1427
November 15-16, 2024 ©2024 Association for Computational Linguistics



1. Synthetic Data Generation: We propose a
collaborative framework using Large Lan-
guage Models (LLMs) to generate well-
curated datasets specifically for the English-
Korean Parenthetical Terminology Translation
(PTT) task. This framework employs multiple
agents to create high-quality sentence pairs,
enabling smaller models to perform the PTT
task with high accuracy. By leveraging robust
data from LLMs, the framework ensures con-
sistency and precision, making it effective for
handling domain-specific terminology.

2. Knowledge Distillation and Model Compar-
ison: Utilizing these high-quality datasets, we
fine-tuned various Neural Machine Transla-
tion (NMT) models and small-sized Language
Models (sLMs). We then conduct a compre-
hensive performance analysis from diverse
perspectives, highlighting the strengths and
limitations of each model. This analysis pro-
vides valuable insights for future research and
development in the field.

3. New Evaluation Metric: We introduce a
novel evaluation metric that quantitatively as-
sesses the ability of models to present appro-
priate terms within parentheses. This metric
ensures contextual accuracy and reader com-
prehension, offering a robust framework for
evaluating model performance in the context
of PTT.

These contributions aim to advance the domain
of terminology translation by providing practical
and efficient solutions that leverage the strengths
of both large and small language models. Our ap-
proach addresses the inherent challenges of the
terminology translation task and paves the way for
more accessible translation methodologies in tech-
nical and specialized fields.

2 Related Work

Terminology translation plays a crucial role in en-
suring consistency and accuracy in specialized do-
mains like technical and academic documentation.
Early approaches, such as rule-based and statisti-
cal machine translation, effectively leveraged pre-
defined glossaries and translation memories (Melby
et al., 1999). While these methods successfully
maintain consistency within certain contexts, they
often struggle with out-of-domain (OOD) words

and ambiguous terms (Och and Ney, 2003). More-
over, these approaches are less effective when deal-
ing with domain-specific or emerging terms not
covered by existing resources (Tiedemann, 2010;
Tiedemann and Scherrer, 2017).

To maintain clarity and precision in academic
and technical documentation, it is often necessary
to preserve certain terms from the source language.
This practice is particularly valuable in cases where
the translated term may be unfamiliar to the reader
or where retaining the original term is essential for
legal or scientific accuracy (Moghadam and Far,
2015; Hasler et al., 2018; Michon et al., 2020). A
further strategy to support this practice involves
the strategic use of parentheses, where textual ad-
ditions can help enhance translation quality and
consistency through corpus-based improvements
(Lin et al., 2008; Huang et al., 2017; Hawamdeh,
2018). Despite its potential benefits, the systematic
implementation of this approach remains relatively
underexplored in current research.

Recent studies have highlighted the effectiveness
of knowledge distillation in transferring knowledge
from large language models (LLMs) to smaller tra-
ditional translation models (Li et al., 2024; Enis
and Hopkins, 2024). Through this process, datasets
generated by a powerful teacher model are distilled
into a student model, enabling small-sized mod-
els to perform specialized tasks like terminology
translation. The multi-agent framework is particu-
larly effective in generating targeted, high-quality
datasets for specific tasks (Wu et al., 2023). Within
this framework, different agents are assigned spe-
cialized roles, such as data generation and evalu-
ation, collectively enhancing the quality and rele-
vance of the resulting dataset. This collaborative
process is essential for precise and context-aware
data generation, which is crucial for training mod-
els to excel in specialized translation tasks.

3 Data Generation

To create a high-quality dataset for the Parenthet-
ical Terminology Translation (PTT) task, we em-
ployed four collaborative agents—Writer, Trans-
lator, Evaluator, and Executor—utilizing the large
language models (LLMs) GPT-40-mini or GPT-
4-turbo for each agent. Our goal was to generate
English sentences containing technical terminolo-
gies alongside their Korean translations, with the
original English terms included within parentheses.
The overall framework is illustrated in Figure 1.
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Figure 1: Multi-Agent Framework for generating a high-quality PTT dataset using four agents.

3.1 Writer

The Writer agent was responsible for creating aca-
demic English sentences that included the technical
terms. To achieve this, we first compiled a compre-
hensive list of terms to be included in the dataset.
Recognizing the rapid emergence of new termi-
nology in the field of artificial intelligence (Al),
we focused on terms frequently encountered in Al-
related research. To ensure multiple terms could
be incorporated into single sentences, we clustered
similar domain-specific terms together.

Next, we utilized the arXiv API to find papers
that contained all or some of the terms from each
cluster. By including the summary of the most rel-
evant paper in the prompt, we helped the Writer
LLM understand the appropriate contexts in which
these terms were used. This ensured that the gen-
erated sentences were contextually accurate and
meaningful.

To enhance data diversity, the Writer were
tasked with generating sentences where each
term appeared either once or in conjunction with
other terms. By combining these sentences post-
generation, we facilitated the creation of sentences
with various characteristics: sentences where terms
appear only once, sentences containing different
terms together, and sentences where the same term
appears more than twice. This diversity allowed us
to analyze the performance of PTT from multiple
perspectives, ensuring a comprehensive evaluation
of the models under different conditions. The com-
plete prompt used for the Writer agent is provided
in the Appendix (see Listing 1).

3.2 Translator

The Translator agent translated the English sen-
tences into Korean, ensuring that each target term
was followed by its original English term in paren-
theses to fulfill the PTT task requirements. To en-
hance accuracy, we employed the GPT-4 Turbo
model, while other agents utilized GPT-40-mini.
Additionally, we applied one-shot prompting by
providing a relevant example to guide the transla-
tion process. This approach helped maintain consis-
tency and precision in the PTT task, ensuring that
technical terms were accurately presented within
parentheses. The complete prompt used for the
Translator agent is provided in the Appendix (see
Listing 2).

3.3 Evaluator/Executor

The Evaluator agent reviewed the translated sen-
tences, scoring them from O to 10 based on the
accuracy of term usage and overall translation qual-
ity. Then, The Executor agent transit the statement
‘If the score is less than 8: Response "translator". If
the score is 8 or greater: Response "final output”.* If
a sentence scored below 8, the Evaluator suggested
corrections, prompting the Translator to revise the
translation. The Translator would then repeat the
translation task until the Executor rated the sen-
tence as ‘"final output"‘, ensuring the highest qual-
ity and consistency in the dataset. The complete
prompt used for the Evaluator agent is provided in
the Appendix (see Listing 3).

After the automatic data generation process, hu-
man reviewers conducted a final quality check to
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Terms Set Index ‘ 0

Domain ‘ Al (in-domain)

Terms ‘ adversarial training, recurrent neural architectures, bayesian optimization

Source By implementing adversarial training, researchers have demonstrated significant improvements in the per-
formance of recurrent neural architectures against adversarial attacks. The integration of recurrent neural
architectures with Bayesian optimization enhances the model’s ability to learn from limited data while mini-
mizing computational resources.

Target Z ]| A & (adversarial training) = 02 ALAEL A& T2 of j-25l= &3 A7 FZ(recurrent
neural architectures)®] A5 FA-S A &35S YH 8 A7 S Z(recurrent neural architectures)
@} #] o] 2|3k %] 2] Sh(bayesian optimization)E Ao 24 o] A3t Hlo|E 27 ¥ Sh5dte 582
FIA7NAL, ANEA AL ARS8 o

Table 1: Sample of generated data from the AI domain (in-domain). Each entry includes the term set index, domain,
source text, and the corresponding target translation. Red text highlights the targeted terms Tgye, while blue text
indicates the correct representation of terms T, in the Korean translation.

ensure the dataset’s reliability. Following this re-
view, we combined seven sentences from each clus-
ter into three composite sentences as mentioned
earlier, resulting in 1,398 English-Korean paired
sentences encompassing 233 term clusters (a to-
tal of 699 distinct terms). We split these 1,398
sentences into 1,116 for training, 144 for vali-
dation, and 138 for testing the performance. We
carefully ensured that sentences containing the
same terms were allocated to the same dataset,
maintaining consistency and preventing data leak-
age across the splits. The sample data is pro-
vided in Table 1. The entire dataset is available
on Hugging Face at https://huggingface.co/
datasets/PrompTart/PTT_en_ko.

3.4 Out-of-Domain Evaluation Dataset

To evaluate the generalization ability of models in
the PTT task, we generated additional datasets in
domains beyond artificial intelligence (Al), specifi-
cally targeting biology and physics. The data gen-
eration process followed the same methodology
as the in-domain training dataset to ensure con-
sistency. In total, we generated 171 paired sen-
tences for biology (subcellular processes), 60 for
nanoscale physics, and 168 for high-energy physics.
Each domain-specific dataset was curated by refer-
encing relevant academic papers, providing authen-
tic and contextually accurate examples. These out-
of-domain datasets allowed for a comprehensive
assessment of the models’ robustness and adapt-
ability across different specialized fields.

4 Knowledge Distillation

In this study, we applied knowledge distillation to
fine-tune both traditional neural machine transla-
tion (NMT) models and small-sized large language
models (sLMs) using the synthetic Parenthetical
Terminology Translation (PTT) dataset generated
in the previous step. Our goal was to evaluate the ef-
fectiveness of distillation techniques across various
model architectures, sizes, and training methodolo-
gies, offering insights into how distilled models
perform in specialized translation tasks.

4.1 Fine-tuning Traditional Machine
Translation Models

To evaluate the performance of knowledge distil-
lation on traditional neural machine translation
models, we employed several widely used open-
source models. We focused on encoder-decoder
Transformer-based models that support Korean.
Specifically, we tested the following models:

* mBART50 (Liu et al., 2020) : This multilin-
gual NMT model is pre-trained on monolin-
gual corpora from 50 languages and is fine-
tuned for translation tasks. It consists of 611
million parameters.

* M2M100 (Fan et al., 2020): A large-scale mul-
tilingual NMT model trained on 2200 transla-
tion directions, enabling many-to-many trans-
lation across 100 languages. We tested the
base version with 418 million parameters.

* NLLB-200 (Koishekenov et al.,, 2023):
Known for its extensive language coverage,
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this model is particularly useful for low-
resource languages and inclusive translation
services. We tested the distilled version with
600 million parameters.

The fine-tuning parameters were provided in the
Appendix (see Table 5).

4.2 Fine-tuning small-sized Large Language
Models

To effectively compare performance with NMT
models, we also fine-tuned open-source small-sized
large language models. Our goal was to evaluate
various models from multiple perspectives to gain
comprehensive insights into the PTT task. To en-
sure reproducibility and a broad evaluation, we se-
lected four well-known and high-performing open-
source LLMs:

e Llama 3 (Touvron et al., 2023): The latest it-
eration of the Llama series, this model further
refines the architecture introduced in earlier
versions, enhancing its performance on large-
scale datasets. We evaluated the 8B and 70B
versions in our experiments.

e Gemma 2 (Team et al., 2024): A next-
generation multilingual model, Gemma 2 is
designed to deliver high performance across
diverse natural language tasks with an em-
phasis on efficiency. We assess the model by
testing three versions: the smallest (2B), a mid-
sized variant (9B), and a larger configuration
(27B).

* Qwen 2 (Yang et al., 2024): An updated ver-
sion of the Qwen series, Qwen 2 is developed
with a strong focus on flexibility and adapt-
ability to domain-specific tasks. It offers im-
proved performance and efficiency, particu-
larly in handling complex language model-
ing challenges. In this study, we analyzed the
1.5B, 7B, and 72B versions.

Mistral (Jiang et al., 2023): Mistral is known
for its streamlined design and high efficiency
in multilingual tasks. We specifically evaluate
the 7B version to examine how its architec-
ture balances performance with computational
efficiency.

To compare pre-trained models with those that have
been further fine-tuned specifically for the Korean
language, we also tested models that underwent

continual pre-training (Ke et al., 2023) in Korean.
This approach allowed us to assess the impact of ad-
ditional language-specific pre-training on the mod-
els’ performance in the Parenthetical Terminology
Translation (PTT) task.

* beomi/Llama-3-Open-Ko-8B': A specialized
version of Llama 3 focused on Korean lan-
guage tasks. This open-source model is fine-
tuned to excel in Korean linguistic applica-
tions.

* beomi/Llama-3-KoEn-8B?: A bilingual ver-
sion of Llama 3 tailored for both Korean
and English language tasks. This model is
designed to maintain balanced performance
across both languages, making it versatile for
multilingual applications.

Furthermore, we explored instruction-tuned ver-
sions of the aforementioned models using differ-
ent training techniques, such as LoRA (Hu et al.,
2021) and QLoRA (Dettmers et al., 2023). In addi-
tion, we applied few-shot prompting (Brown et al.,
2020) to both the instruction-tuned models and a
commercial LLM (GPT-40) to compare the effects
of fine-tuning versus prompting. This comprehen-
sive evaluation provides valuable insights into how
knowledge distillation, combined with various tun-
ing and prompting strategies, can enhance transla-
tion accuracy while maintaining efficiency across
diverse model architectures.

The hyper-parameters for fine-tuning and LoRA
are detailed in the Appendix (see Table 5), while the
full prompt used for few-shot prompting is identical
to the Translator agent’s prompt (Listing 2), with
the exception that we did not provide a list of terms
in this case.

5 Custom Evaluation Metric

This section introduces a novel metric designed
specifically for the Parenthetical Terminology
Translation (PTT) task, aimed at evaluating not
only the accuracy of overall translation but also the
correct presentation of the technical terms within
parentheses.

For each sentence in the dataset, let Ty, rep-
resent the list of all technical terms provided in
the original English sentence, including duplicates

1https: //huggingface.co/beomi/
Llama-3-0Open-Ko-8B
2https: //huggingface.co/beomi/Llama-3-KoEn-8B
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if the same term appears multiple times. Simi-
larly, let Tko, represent the list of those terms that
are correctly translated into Korean and accom-
panied by their original English terms in paren-
theses. We define |Tgy| as the total number of
technical terms in the English sentence (including
duplicates), and |Tk| as the number of correctly
translated terms from 7, in the Korean sentence.
The ratio of these terms is calculated as the weight

Wierms = min ('TK"“ 1). This ratio is capped at 1

|TEng‘ ’
to ensure that no penalty is applied if more terms ap-

pear correctly in the Korean translation than in the
original English sentence. The adjusted metric for
the PTT task, Mprr, is then computed by multiply-
ing this clipped ratio with the original translation
metric M, such that Mprr = Wierms X M. Finally,
we average Mprt across all sentence pairs in the
dataset to obtain the final evaluation metric.

We employed BLEU (Papineni et al., 2002),
COMET (Rei et al., 2020), and BERTScore (Zhang
et al., 2020) as M to evaluate pure translation per-
formance. The translation metrics are computed
after removing the parenthetical terms, ensuring
that we assess only the translation’s accuracy and
fluency. This approach allows us to maintain a fo-
cus on both the translation’s quality and the correct
handling of technical terms within parentheses.

6 Evaluation

6.1 Quantitative Analysis

The results presented in Table 2 provide a compre-
hensive overview of the quantitative performance
of various models and training techniques on the
in-domain Parenthetical Terminology Translation
(PTT) dataset, while Table 3 presents results on
the out-of-domain dataset. Key observations are
summarized as follows:

1. sLMs vs. NMT Models: The performance
comparison between small-sized Large Lan-
guage Models (sLMs) and Neural Machine
Translation (NMT) models reveals that sSLMs
do not consistently outperform NMT mod-
els, even though LLMs are often perceived as
more advanced due to their architecture. For
instance, mBARTS50 and M2M100, achieved
weighted BLEU scores of 37.52 and 40.05,
respectively, with corresponding weight indi-
cate strong PTT performance. These scores
were comparable or superior to those achieved
by some sLMs, such as the Llama 3 8B and
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70B models, which obtained similar weighted
BLEU scores but required significantly larger
model sizes.

. Instruction-Tuned vs. Base Models: Within

the same sLM families, base models generally
slightly outperformed instruction-tuned mod-
els on the PTT task. For instance, the Llama 3
8B model with QLoRA achieved a weighted
BLEU score of 38.88, while the instruction-
tuned version (8B-it) with the same QLoRA
technique scored slightly lower at 37.84. This
trend suggests that instruction-tuned models,
which are trained on a broad range of tasks,
may not gain a specific advantage for the spe-
cialized requirements of the PTT task.

. Fine-Tuning vs. Prompt Engineering: Ap-

plying prompt engineering instead of fine-
tuning to instruction-tuned models, using a
1-shot prompting approach, resulted in very
poor performance. For example, the Llama 3
8B-it scored only 0.523, and the Gemma 2-
9B-it scored 0.342 on weight metric. Even the
commercial LLM GPT-40 performed worse
than other fine-tuned small models, underscor-
ing the critical importance of fine-tuning for
specialized tasks like PTT.

. Korean Continued Pre-trained Models:

Models that underwent continued pre-training
in the target language (Korean) generally out-
performed others, with the Llama-3-KoEn-8B-
it achieving the highest score among all mod-
els. Although Llama-3-Open-Ko-8B, which
was continued pre-trained exclusively in Ko-
rean, showed slightly lower performance with
a weighted BLEU score of 39.869, it still per-
formed well. This highlights the importance
of bilingual proficiency in models for the PTT
task, where handling both source and target
languages effectively is crucial for success.

. Model Size and Out-of-Domain Perfor-

mance: In the in-domain dataset, model size
had little impact on performance, with smaller
models like Gemma 2 7B even outperform-
ing larger ones like Gemma 2 27B. However,
when tested on out-of-domain datasets, all
models experienced significant performance
drops, but larger models such as Gemma 2
27B or Llama 3 70B showed less decline,
indicating better generalization capabilities.



Model #Params  Training Techniques Wierms  Mprr (BLEU)  Mpypy (COMET)  Mpyy (BERT)
Open-source NMT systems
mBARTS50 611M Full Fine-Tuning 0.931 37.519 0.831 0.863
M2M100 418M Full Fine-Tuning 0.958 40.048 0.855 0.889
NLLB-200 600M Full Fine-Tuning 0.685 24.544 0.606 0.630
Llama family sLMs
Llama3 8B LoRA 0.959 37.632 0.856 0.887
8B QLoRA 0.949 38.875 0.847 0.880
70B LoRA 0.957 38.869 0.855 0.888
Llama3-Instruct 8B-it QLoRA 0.954 37.840 0.851 0.881
8B-it 1-shot prompting 0.523 0.577 0.214 0.310
Gemma family sLMs
Gemma?2 2B LoRA 0.946 37.959 0.842 0.875
9B LoRA 0.958 41.567 0.858 0.893
9B QLoRA 0.935 38.955 0.835 0.869
27B LoRA 0.966 40.856 0.865 0.899
Gemma?2-Instruct 9B-it QLoRA 0.953 39.215 0.849 0.884
9B-it 1-shot prompting 0.342 9.698 0.286 0.286
Qwen family sLMs
Qwen2 1.5B LoRA 0.950 34.374 0.838 0.868
7B LoRA 0.945 39.167 0.844 0.877
7B QLoRA 0.951 38.014 0.846 0.879
72B LoRA 0.956 40.837 0.855 0.889
Qwen2-Instruct 7B-it QLoRA 0.947 37.990 0.842 0.874
Mistral family sLMs
Mistral 7B QLoRA 0.931 37.646 0.830 0.862
Mistral-Instruct 7B-it QLoRA 0.927 37.990 0.826 0.857
Korean Continued Pre-trained sLMs
Llama-3-KoEn 8B-it QLoRA 0.974 41.789 0.873 0.907
8B-it 1-shot prompting 0.614 0.333 0.080 0.110
Llama-3-Open-Ko 8B-it QLoRA 0.953 39.869 0.852 0.885
Commercial LLM
GPT-40 Unknown 0-shot prompting 0.616 20.596 0.547 0.564
GPT-40 Unknown 1-shot prompting 0.751 26.509 0.669 0.689

Table 2: Model performance metrics for in-domain test data. Wi.ms represents the average ratio of correctly
translated terms with original English terms in parentheses. Mprr (BLEU), Mpyrr (COMET), and Mprr (BERT)
are the original tranlsation metrics adjusted using Wi and averaged over all data. The suffix ’-it” indicates
instruct-tuned models. The top scores for each metric are highlighted in bold.

This suggests that while smaller models can
be highly effective in specialized tasks, larger
models are more versatile and better suited
for handling diverse and unfamiliar datasets.
The larger models’ ability to retain higher per-
formance levels in out-of-domain tasks under-
scores their capacity to adapt to a wider range
of terminologies and contexts, making them
more versatile in applications where data vari-
ability is a key challenge.

Qualitative Analysis

. Progression of PTT and Translation Skills:

As illustrated in Table 4 , most of the models,
including M2M100, initially demonstrated
strong proficiency in the PTT task, particu-
larly in incorporating original terms within
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parentheses, as indicated by the high weight
metrics in the earlier epochs. Over successive
training epochs, the model’s overall transla-
tion skills improved gradually, leading to bet-
ter performance across all weighted metrics.
A detailed illustration of these improvements
is provided in the Appendix (see Table 6).

. Challenges with Less Common Terms: Our

analysis highlights a persistent challenge
among models in accurately translating less
common terms, especially proper nouns. As
demonstrated in Table 7, terms like "de
Finetti’s theorem" were inconsistently trans-
lated across different models, reflecting the
difficulty these models face when dealing with
less familiar terminology. This inconsistency



Model #Params  Training Techniques Wiems  Mprr (BLEU)  Mpprr (COMET)  Mpyy (BERT)
Open-source NMT systems

mBARTS50 611M Full Fine-Tuning 0.784 19.538 0.668 0.698

M2M100 418M Full Fine-Tuning 0.763 20.472 0.650 0.680

NLLB-200 600M Full Fine-Tuning 0.160 4.066 0.138 0.144
Llama family sLMs

Llama3 8B LoRA 0.769 22.595 0.670 0.693

8B QLoRA 0.849 23.792 0.736 0.760

70B LoRA 0.854 33.321 0.762 0.788

Llama3-Instruct 8B-it QLoRA 0.864 23.498 0.750 0.775
Gemma family sLMs

Gemma2 2B LoRA 0.824 24.203 0.711 0.736

9B LoRA 0.886 38.639 0.793 0.822

9B QLoRA 0.900 32914 0.799 0.826

27B LoRA 0.897 40.379 0.804 0.836

Gemma2-Instruct 9B-it QLoRA 0.883 34.861 0.785 0.813
Qwen family sLMs

Qwen2 1.5B LoRA 0.762 9.831 0.598 0.635

7B LoRA 0.750 18.531 0.637 0.662

7B QLoRA 0.849 20.028 0.729 0.751

72B LoRA 0.877 32.048 0.779 0.806

Qwen2-Instruct 7B-it QLoRA 0.864 23.498 0.750 0.775
Mistral family sLMs

Mistral 7B QLoRA 0.870 15.942 0.713 0.749

Mistral-Instruct 7B-it QLoRA 0.876 17.350 0.717 0.756

Korean Continued Pre-trained sLMs
Llama-3-KoEn 8B-it QLoRA 0.884 35.492 0.789 0.817
Llama-3-Open-Ko 8B-it QLoRA 0.887 35.409 0.790 0.813

Table 3: Model performance metrics for out-of-domain test data. W5 represents the average ratio of correctly
translated terms with original English terms in parentheses. Mprr (BLEU), Mprr (COMET), and Mprr (BERT)
are the original tranlsation metrics adjusted using Wiems and averaged over all data. The suffix ’-it’ indicates
instruct-tuned models. The top scores for each metric are highlighted in bold.

underscores the importance of the PTT task,
which helps maintain translation accuracy by
preserving original terms alongside their trans-
lations, thereby reducing the likelihood of in-
correct interpretations.

3. Out-of-Domain Translation Challenges:
Most models struggled with translating out-of-
domain (OOD) sentences, as detailed in Table
8. They often failed to accurately translate
OOD terms, frequently substituting them with
unrelated or incorrectly adapted words, some-
times even drawing from other languages.
These frequent mistranslations highlight the
need for more robust training methods or sup-
plementary mechanisms to improve the mod-
els’ generalization ability for handling unseen
datasets effectively.

7 Conclusion

In this study, we explored the Parenthetical Termi-
nology Translation (PTT) task, a specialized trans-

lation problem that focuses on mitigating potential
inaccuracies in term translation by displaying the
original technical term in parentheses alongside its
translation. To effectively evaluate this approach,
we introduced a novel evaluation metric, Mprr,
designed to measure both the accuracy of overall
translation and the proper parenthetical presenta-
tion, ensuring that technical terms are effectively
communicated across languages.

To generate a high-quality dataset for this task,
we utilized a collaborative approach involving
Writer, Translator, Evaluator, and Executor agents,
supported by large language models (GPT-4). This
allowed us to create a diverse and contextually accu-
rate dataset that reflects real-world usage of techni-
cal terms in artificial intelligence (Al), biology, and
physics. We then applied knowledge distillation
techniques to fine-tune both traditional Neural Ma-
chine Translation (NMT) models and small-sized
Large Language Models (sLMs), comparing their
performance across various model architectures,
sizes, and training methods.
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Epoch  Weight Weighted BLEU Weighted COMET Weighted BERT Score
epoch 1 0.939 31.780 0.824 0.858
epoch3  0.924 35.668 0.821 0.853
epoch5  0.948 37.853 0.844 0.878
epoch7  0.956 38.685 0.851 0.886
epoch9  0.958 40.048 0.855 0.889

Table 4: Model performance metrics of the M2M 100 model for test data across training epochs.

Our findings revealed that sLMs did not consis-
tently outperform NMT models, challenging the
assumption that more advanced architectures inher-
ently lead to superior performance. Additionally,
within the same sLM families, base models slightly
outperformed instruction-tuned models, suggesting
that broad task training may not offer advantages
for specialized tasks like PTT. Fine-tuning proved
crucial, as prompt engineering approaches like 1-
shot prompting resulted in significantly poorer per-
formance. Moreover, models with continued pre-
training in Korean outperformed others, highlight-
ing the importance of bilingual proficiency for the
PTT task. While model size had little impact on in-
domain performance, larger models demonstrated
better generalization on out-of-domain datasets,
suggesting they are more versatile and better suited
for handling diverse and unfamiliar data. These
insights contribute to optimizing models and train-
ing techniques for specialized translation tasks, of-
fering practical guidance for future research and
applications in terminology translation.

Limitations

Penalty Mechanism in Evaluation Metrics: The
current approach to evaluating PTT performance in-
volves simply multiplying translation metrics by a
weight that reflects the presence of correctly paren-
thesized terms. However, this straightforward mul-
tiplication can disproportionately affect the overall
performance scores. A more sophisticated penalty
mechanism, such as using an exponential function,
could provide a more balanced assessment by re-
ducing the impact on the metric scores. Addition-
ally, the current metric does not penalize the model
for excessively parenthesizing trivial or unintended
terms, which could lead to over-parenthesization.
Future work could incorporate penalties for such
cases, potentially by introducing concepts of recall
and precision to refine the evaluation.

Potential Bias in the Dataset: The PTT dataset

was generated using GPT-4, and the performance
metrics were assessed with this dataset as the
ground truth. This approach may introduce biases
inherent to the GPT-4 model into the dataset, poten-
tially affecting the robustness and generalizability
of the models trained on it. To mitigate this, future
research should consider generating datasets using
a variety of models, ensuring a broader representa-
tion of translation styles and reducing the potential
for model-specific biases.

Language Scope of the Study: This study fo-
cused exclusively on translation into Korean, which
limits the generalizability of the findings across dif-
ferent languages. PTT performance might vary sig-
nificantly with other languages due to differences
in linguistic structures and translation challenges.
Expanding the study to include translations into
multiple languages would enable a more compre-
hensive analysis of the PTT task and provide in-
sights into how the models perform across different
linguistic contexts.
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A Appendix

| Parameter | NMT sLM (w/ LoRA) sLM (w/ QLoRA)

Training Argument | Learning Rate 3e-5 le-4 2e-4

Lr Scheduler Type linear cosine cosine

Optimizer AdamW | paged_adamw_32bit | paged_adamw_32bit

Warmup Ratio N/A 0.03 0.03

Weight Decay 0.01 0.001 N/A

Max Grad Norm 1.0 1.0 0.3

Dtype bfloat16 bfloat16 bfloat16
LoRA Configure LoRAR N/A 64 64

LoRA Alpha N/A 16 16

LoRA Dropout N/A 0.1 0.1

Target Modules N/A all-linear all-linear

Table 5: Hyper-parameters for Fine-Tuning and LoRA Techinque

You are a

[TERM1]
[TERM2]
[TERM3]

<reference>

{terms[0]}
{terms[1]}
{terms[2]}

{arxiv_summaries}

</reference

<instruction>
- The request is to thoroughly review and cite the provided <reference> when writing

>

professional paper writer.

theacademic paper.
- Write complex English sentences using the given technical terms.
- Use appropriate academic tone.

- Each sentence MUST be clear,

scientific paper.
- Generate only in English.
</instruction>

## Output Format:

.english:
.english:
.english:
.english:
.english:
.english:
.english:

~No oA wN =

CAUTION:

A

>>> > > >

sentence
sentence
sentence
sentence
sentence
sentence
sentence

terms
terms
terms
terms
terms
terms
terms

using
using
using
using
using
using
using

accurate,

[TERM1].
[TERM2].
[TERM3].
[TERM1]1 and [TERM21.
[TERM2] and [TERM31].
[TERM1] and [TERM31].
[TERM11,

[TERM2],

Ensure that exactly 7 sentences are generated.

and contextually appropriate for a

and [TERM31].

Listing 1: Full Prompt of Writer
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You are a professor specializing in AI, proficient in both Korean and English.

[TERM1] = {terms[0]}
[TERM2] {terms[1]}
[TERM3] = {terms[2]}

<translation guideline>

- Translate while preserving the original term like At E& (pre-train).

- If there is an abbreviation, translate it like this Korean term(english term,
abbreviation).

- Identify terms, acronyms, and concepts to keep in English.

- Maintain academic tone and technical accuracy in your translations.

- Ensure the translation is natural in Korean while accurately conveying the
original meaning.

- Change all the letters within the parentheses in Korean sentences to lowercase.

- IMPORTANT: The terms corresponding to [TERM1], [TERM2], and [TERM3] MUST ALWAYS be

enclosed in parentheses like this: Korean term(English term).
</translation guideline>

<example>

english: LLMs demonstrate new abilities such as in-context learning, instruction
following, and multi-step reasoning, enabling them to learn new tasks, follow
instructions, and effectively solve complex problems.

korean: LLME @2t k<= (in-context learning), A A] A} w}Z7|(instruction following), ThgA =2

(multi-step reasoning)¥ T2 MEE T2 HAFOEH MEL A9s TFstal, AAE mEH,

239 EAE aRAOR 48 & Jadd.

</example>

## Output Format:

1.korean: [Korean translation]

2.korean: [Korean translation]

( Continue this pattern for all 7 sentences )

Listing 2: Full Prompt of Translator
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You're an expert evaluating English to Korean translations of research papers, with
a specific focus on proper parenthetical translations of technical terms.

<criteria>

- The format for parenthetical translations should be: Korean term(English term).

- The specific terms {terms[0]}, {terms[1]} or {terms[2]} MUST ALWAYS be enclosed in

parentheses in the Korean translation.

- Parentheses should be properly placed, ensuring consistency in parenthesizing
across the entire sentence.

- Ensures the translation conveys the original meaning precisely and reads naturally
and smoothly.

</criteria>

<instruction>

- Change all the letters within the parentheses in Korean sentences to lowercase.

- Evaluate the Korean translation of the provided English sentences.

- Check the consistency and correctness of parenthesization.

- Provide a score (0-10) based on the correctness and consistency of
parenthesization as Korean term(English term).

- Offer specific improvement suggestions if the score is less than 10.

- DO NOT include any supplementary explanations.

- Check your output format again.

</instruction>

## Example Output:

english: The neural network uses backpropagation to optimize its weights.

korean: Al ™" (neural network)2 <A u}(backpropagation)E Al-&35}e] 715X (weight) S = A 3lst T},
score: 10/10

terms_check: [neural network: Yes, backpropagation: Yes, weight: Yes]
parentheses_count: 3

suggestions: No improvements needed / Suggest ensuring that "model compression” is
translated as "2 9=(model compression)” and adjusting "2 = ZH=Z# A" to "model compression”
for consistency and clarity.

## Example Format:

1.

english: [English text using term "{terms[0]}"]

korean: [Korean translation using parentheses]

score: [X/10]

terms_check: [{terms[0]}: Yes/No, {terms[1]}: Yes/No, {terms[2]}: Yes/Nol]

parentheses_count: [Number of parentheses pairs in the Korean translation]

suggestions: [Suggest capturing the original meaning and nuances in the translation
while adjusting the structure for natural flow and grammar]

2.

english: [English text using terms "{terms[0]}" and "{terms[1]1}"]

korean: [Korean translation]

3.

(Continue this pattern for all 7 sentences)

Listing 3: Full Prompt of Evaluator
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Domain | Al (in-domain)

Terms ‘ heterogeneous graphs, neural probabilistic text segmentation

Source Heterogeneous graphs provide a rich framework for the implementation of neural probabilistic text segmentation,

facilitating improved contextual understanding through varied data representations.

Target | ©]% Z13j| Z(heterogeneous graphs)= A7 &-&57 d
18 5 Y A 4G, A8 o1 3
Model Output

2~ E H3&H(neural probabilistic text segmentation)?] L2
< 5o AT W olel 20,

B J“

il

Epoch

epoch 1 | Slel24t o]% 18] I (heterogeneous graphs)+= 4173 252 €l A E HE3H(neural probabilistic text segmentation) 2]
Tof FH T AYPZE AF5HH, bt diole @& ol WEhA ol & F A1

epoch2 | %2l o]& 1) X (heterogeneous graphs)= 417 &2 €l A E ESH(neural probabilistic text segmentation) 2] J-3 -2
1=

SRt SR T AP ZE AlTs, gt diole 232 S5 Wz olsiE F8AIH U

epoch 3 | o]Z 17| Z(heterogeneous graphs)= A7 &5 7 €lAE H8k(neural probabilistic text segmentation)?] L2
e % &AHM%3§m+wﬂq bt jofe] HelS Sof £ o|ohE FAHATI

epoch4 | SA&lol} o]% 1) I (heterogeneous graphs)= 417 252 €] AE H3H(neural probabilistic text segmentation)2]
TS e FHEE Ze| A2 E Ao, gt vlolE 2d-E Fofl AE W olsi & XY Th

epoch5 | 52 o] 1l X (heterogeneous graphs)+= TFFSH K| o] E

el A~ E H Sk neural probabilistic text segmentation) 2] -

rel

epoch 6 | F4&lof} o]ZF 1) Jl(hc—:tc—:rogeneous graphs)= A7 &7 gl A

g ~ E B (neural probabilistic text segmentation)2]

TEE e FHEI 2| A2 E Ao, ot vlolE 28-S Foll 29 olsfE /A ote Hl =& FUTh

epoch7 | o|Z % 9l 72 (heterogeneous graphs)= 417 352 H]| A E ESH(neural probabilistic text segmentation) 9] 712
L2t FHE m A ]I E AlFok, oht vlole d-& Fall HAE Wt ol & £ Th

epoch 8 | o]z %2l 712} X (heterogeneous graphs)= X173 852 8l ~AE E3k(neural probabilistic text segmentation) 2] -2
St ER 29922 AT 0, chre Hlolel BES B AT wet ol)E g ok,

epoch9 | o|Z % 9l 72 (heterogeneous graphs)= 4174 3+&52] Bl A~ E B35 (neural probabilistic text segmentation) 2] F-3 2
Slet g B YRS AB}el, cheret dlole] EES Fal AH w2 ols)g Zgh o

Table 6: Illustration of M2M 100 output for in-domain sample data across epochs. Red strikethrough text indicates
incorrect translations, with blue text showing the corrected translations. Green text represents correct translations
that were maintained or introduced during later epochs.
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Domain Al (in-domain)

Terms ‘ neural task-driven modeling, de Finetti’s theorem

Source Neural task-driven modeling, when applied to the constructs of de Finetti’s theorem, unveils a sophisti-
cated approach to managing uncertainty in predictive models within artificial intelligence.

Target A7 2 F4 2= (neural task-driven modeling)o] = WU E] 2] A 2](de finetti’s theorem)2]
Txof 282 o], J1F A5 UolA 9= Elﬁﬁﬂ%%ikgﬁioJ4E??LLXUE§_*‘°tzﬁL“qE%

Model ‘ Model Output

mBART50 2173 2+ S B el (neural task-driven modeling)e] ©| HUE| o] 29 /4 Q4 A& of,
AFAE W S Bdo A BEdEE WeEohe At F2 HAS Fedy

M2M100 A7 2 F R e F(neural task-driven modeling)©] T] I 4] E](de Finetti) 0] 29] Fxof &&=
o, AF A% o] ol Rele] R4S Belehs Pie W WAS Ealwvc

NLLB-200 o] gy g] Azle] A& A7 2 = R @l = (neural task-driven modeling) 7} $H7A| AF-&GF0 2 4
2oU4e TR BT 4 ol o T A 2YE o thck

Llama3-8B A7 2] F5 R ElF(neural task-driven modeling)-2 © =1 2] A 2] 2](de Finetti’s theorem) -
o A5t AF A5 W ¢S R EHALE Bechs Fue J2 IS Bl 5
1zt

Llama3-8B-Instruct A7 Z+e] 1 & 9l 2] (neural task-driven modeling)©] ©] I 1] 2] A 2](de finetti’s theorem) 2] J-=9|
489 o, A% el o5 B0 B Befohs Ame A2 P S

Gemma2-9B X173 2] F 2 2= (neural task-driven modeling)©] ©] Hof €] 2] A 2](de finetti’s theorem)2] -
zo 482 o, J1F A5 W A5 Bl A ESHAEAE-E Telokes et T WA Wl dy

Gemma2-9B-Instruct A7 A F= 2 (neural task-driven modeling)-2 o] W o]l €] 2] A 2](de finetti’s theorem)2] -
Zoll 981 Q1B A ) 1% BHlolq BobAE Pelehe BEE B S £ el et

Qwen2-7B t]-finetti®] 7 2](de finetti’s theorem)?] Lz 0] A8 A7 2Fd & 2@ (neural task-driven
modeling)2 Q15 2|54 of| & RHo] ESHUAS T ot e 2 HAS sre iy

Qwen2-7B-Instruct o] Hyglo] 2] A 2](de finetti’s theorem) 2] 30 A7 2+ & B 2 (neural task-driven model-
ing)& A-8otH 1F A FollA AS R BE4AYS et A T A Held 4
PENLS

Mistrial-7B A7 2] F& 2 (neural task-driven modeling)©] T ] U] E](de finetti) 2] 7 2] o] FLz 0] Z-&=
o, 1525 HollA & B A ESHd-E ejotes At H B4 dre iy ok

Mistrial-7B-Instruct A7 2+ Fx 29 (neural task-driven modeling)-& ©] ® & 2] 2] A 2](de finetti’s theorem)2]
ol A8 ), 97 A% elA A% mdo] BeAE pelshs Hmat A Aol wal
Ayt

Llama-3-Open-Ko-8B X174 A 7149 2l = (neural task-driven modeling)©] =] eof €] 2] A 2](de finetti’s theorem)2]
T4 ol 44 0, AF A5 U] A2 Rdo] RIS Belehs AR A2 PAE ol
Sy

Llama-3-KoEn-Instruct | 417 24} F& R & (neural task-driven modeling)-2 ©] T L E] 2] & 2](de finetti’s theorem)2]
TAdoll A8 o, 15 A5 HollA o5 2Ho ES4AS Aot Fuet T HAE B
Ay
H

Table 7: Model output comparison for in-domain test data across various models, with sSLMs fine-tuned using
QLoRA. Blue text highlights the translations of specific terms that models frequently translate inconsistently,
reflecting challenges in handling proper nouns.
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Domain

High-Energy Physics (out-of-domain)

Terms ‘ jet quenching, quarkonia suppression

Source The interplay between jet quenching and quarkonia suppression offers a comprehensive understanding of the
dynamics governing the quark-gluon plasma and its evolution.

Target A E % (jet quenching)¥} # =1 @ 1]o} 2] 4] (quarkonia suppression) 7+2] AAS g2 3 F2 0 Zatz
oo 58kt 71 xSt digt 2B A< oS E Al

Model | Model Output

mBART50 ject quenching(jet quenching) ¥} quarkonia suppression(quarkonia suppression) 7+e] 44 % 2H-g-2 A 3- 2
¢ Eetznte} 11 At tigt FA A o]siE Al dy

M2M100 jet quenching} quarkonia suppression 7FQ] A& 282 quark-gluon plasma®] &8y} 1 2 tof tfgh 22
29 o] = AZFT}.

NLLB-200 | 7& sjo} 7511} o17] 7he] A% 248 #3-22e Zabznte} 1 Al ta E4o gt 224

olslg AlgF Ut

Llama 3-8B AE jet #H > F 2 (jet quenching) T} 7 3 @ L]o} A A|(quarkonia suppression) 7+2] Ar S g0 F3.-F2.2
Zapzole} 1 WS} At stol thgk FEA olahg AT,

Gemma2-2B AE. Z 2(jet quenching)?} F T Lo} 2 A|(quarkonia suppression) 7Fo] A S 280 F3.F2 @ Zal=n}
o} 11 Wsto] Tt kS FHA 0 2 olgffst= o] =g FU T

Gemma2-9B A E Zd(jet quenching)7} F T Lo} A A|(quarkonia suppression) 7Fo] A S 2-g.0 F 3 -F 2 Zal=n}
o} 2 kS At sto] g Bl olohS AZ g

Gemma2-27B | A|E WZ}H(jet quenching)1} 3 @ 1o} & A|(quarkonia suppression) 7+2] AAS 282 A3 -FEL Zgt %
ofs 1 ASHE AUk ejste] tat FEH ool AFTU

Qwen2-1.5B | _jet quenching®}_quetsquon suppression 7+2] AF% 220 212 gHA)(quarkonia suppression) @] 52-&
FTAH o2 olgfiote o] T2 FU

Qwen2-7B A e F(jet quenching) T} F 5 12 (quarkonia suppression) 7] A% 280 A3 F 2. ZatAnle}
7 715hE Aol ofebe BUH O ofsfoke Bl FaT AT

Qwen2-72B A E Senching(jet quenching) ¥} F] =1 o} ] 4| (quarkonia suppression) 7+0] & 2+ -2 FL &
eantol 1 7154 Aufshi tel gk EAel ol 512 AT T

Table 8: Model output comparison for out-of-domain data across various models, with sLMs fine-tuned using
LoRA. Red text highlights specific terms that are frequently mistranslated, indicating challenges in handling these
out-of-domain terms.
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Model # Params Training Technique BLEU COMET BERT

mBARTS50 611M Full Fine-Tuning 40.298 0.892 0.927
M2M100 418M Full Fine-Tuning 41.789 0.892 0.928
NLLB-200 600M Full Fine-Tuning 35.843 0.886 0.920
Llama3 8B LoRA 39.243 0.892 0.924
8B QLoRA 40.984 0.893 0.927

70B LoRA 40.600 0.893 0.928

Llama3-Instruct 8B-it QLoRA 39.686 0.892 0.924
8B-it 1-shot prompting 1.103 0.410 0.594

Gemma?2 2B LoRA 40.126 0.890 0.925
9B LoRA 43.391 0.896 0.932

9B QLoRA 41.620 0.893 0.929

27B LoRA 42.313 0.896 0.931

Gemma?2-Instruct 9B-it QLoRA 41.143 0.891 0.928
9B-it 1-shot prompting 28.314 0.837 0.838

Qwen2 1.5B LoRA 36.174 0.881 0.914
7B LoRA 41.434 0.893 0.927

7B QLoRA 39.975 0.890 0.924

72B LoRA 42.704 0.894 0.929

Qwen2-Instruct 7B-it QLoRA 40.107 0.889 0.923
Mistral 7B QLoRA 40.424 0.891 0.925
Mistral-Instruct 7B-it QLoRA 39.368 0.891 0.924
Llama-3-KO-EN 8B-it QLoRA 42.862 0.896 0.931
8B-it 1-shot prompting 2.031 0.490 0.673

Llama-3-Open_Ko 8B-it QLoRA 41.793 0.894 0.928
GPT-40 Unknown 0-shot prompting 33.406 0.889 0.915
GPT-40 Unknown 1-shot prompting 35.272 0.890 0.918

Table 9: Pure translation metrics M for in-domain test data. The suffix ’-it’ indicates instruct-tuned models.

1427



