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Abstract

Machine translation (MT) of user-generated
content (UGC) poses unique challenges, in-
cluding handling slang, emotion, and literary
devices like irony and sarcasm. Evaluating the
quality of these translations is challenging as
current metrics do not focus on these ubiqui-
tous features of UGC. To address this issue, we
utilize an existing emotion-related dataset that
includes emotion labels and human-annotated
translation errors based on Multi-dimensional
Quality Metrics. We extend it with sentence-
level evaluation scores and word-level labels,
leading to a dataset suitable for sentence- and
word-level translation evaluation and emotion
classification, in a multi-task setting. We pro-
pose a new architecture to perform these tasks
concurrently, with a novel combined loss func-
tion, which integrates different loss heuristics,
like the Nash and Aligned losses. Our evalua-
tion compares existing fine-tuning and multi-
task learning approaches, assessing generaliza-
tion with ablative experiments over multiple
datasets. Our approach achieves state-of-the-art
performance and we present a comprehensive
analysis for MT evaluation of UGC.

1 Introduction

Machine translation (MT) has advanced rapidly
in recent years, leading to claims it has achieved
human parity in Chinese-English news transla-
tion (Hassan et al., 2018). Recent advent of
large language models (LLMs) has determined re-
searchers to repeat claims of human parity more
often (Wang et al., 2021). However, automatically
translating user-generated content (UGC) with ex-
pressions that contain emotions, like tweets, reveals
novel challenges for MT systems (Saadany et al.,
2023). Figure 1 shows the output of Google Trans-
late (GT) and ChatGPT when we translated some
Chinese UGC with emotional slang using them!.

'GPT-3.5 at “https://chat.openai.com/” in April, 2024

As can be seen from the example, both outputs
need to be improved significantly to be considered
usable. Similar problems were noticed with other
MT engines, indicating that it is imperative to eval-
uvate MT quality with metrics that take emotion
preservation into account.

Using human judgements/input to evaluate MT
quality is expensive in terms of both time and
money (Dorr et al., 2011; Lai et al., 2020). Qual-
ity estimation (QE), which predicts MT quality
in the absence of human references, can serve as
a cost-effective alternative to approximate human
evaluation based on metrics like Multi-dimensional
Quality Metrics (MQM), an error-based human
evaluation scheme for MT quality (Lommel et al.,
2014). A widely-used approach in QE involves fine-
tuning a multilingual pre-trained language model
(PTLM) using human evaluation data (Blain et al.,
2023). This fine-tuned model can predict scores
for entire MT sentences or labels for individual
words, indicating whether each word is correctly
translated or not. This encompasses two common
QE tasks: sentence-level QE and word-level QE.

To assess MT quality of emotion-loaded UGC, it
is crucial to evaluate the overall quality of emotion
preservation after translation (sentence-level QE),
and how well emotion words are translated (word-
level QE). To achieve this, we leverage an exist-
ing emotion-related dataset that includes emotion
labels and MQM-based human-evaluated transla-
tion errors. We extend it with sentence-level QE
scores and word-level labels, resulting in a dataset
extension. This extended dataset is suitable for
both sentence- and word-level QE, and emotion
classification. For joint training of these tasks, we
employ multi-task learning (MTL), anticipating
improved performance for all tasks due to their
inherent correlation with emotionally charged con-
tent. We further introduce a new architecture with a
novel combined loss function that integrates differ-
ent loss heuristics, enabling the concurrent training
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Google Translate

Chinese (Simplified) - Detected English Spanish French v/ &

English Chinese (Simplified) Spanist v

DR NERDEG! 11 1) X Countless grass and mud horses floated through my
heart! 1111

XinzhGng wiishii gé céonima pidogud!!il

ﬂ Please translate the Chinese sentence "IDHRFENERDHI! ! ! | ! "into English.

"Countless horse manure drift through my mind!!!"

Human Translation: Countless “f**k your mother” appeared in my mind!

Explanation: Both Google Translate and ChatGPT fail to translate the swear word “B2}f2 5", a slang word created using a
homophone to replace the original character to avoid censorship. The angry emotion of the original sentence is completely lost.

Figure 1: Example of translations from Google Translate and ChatGPT

of these tasks and optimizing their overall perfor-
mance. We compare our MTL approach with exist-
ing fine-tuning and MTL methods. Our proposed
approach achieves new state-of-the-art results on
the emotion-related QE dataset and a standard QE
dataset. Our contributions can be summarized as
follows:

* Extending an emotion-related QF dataset with
1) QE scores at sentence level and 2) labels
indicating emotion-related translation quality
at word level.

* A new architecture with a novel combined loss
function, integrating different loss heuristics
for multi-task learning?.

* Evaluation of the proposed MTL approach on
multiple QE datasets including ablative exper-
iments on combinations of QE and emotion
classification tasks, improving performance
over existing fine-tuning and MTL methods.

Section 2 discusses existing work for QE and
MTL while Section 3 introduces the datasets we
use for this study. Our approach, baselines and
experimental setup are described in Section 4, and
Section 5 discusses the results obtained on multi-
ple datasets. Section 6 concludes our study and
outlines future directions. Section 7 points out lim-
itations and ethical considerations. Relevant mathe-
matical equations and loss algorithms are explained
in Appendix A.

2Qur code and the extended dataset for MTL are available
at https://github.com/shenbingian/MTL4QE.

2 Related Work

We discuss related work in supervised QE in § 2.1.
Studies on MTL and its application to QE are re-
viewed in § 2.2.

2.1 Quality Estimation

Though prompting with LLMs is increasingly ap-
plied to the field of quality evaluation (Kocmi and
Federmann, 2023b,a; Fernandes et al., 2023), super-
vised fine-tuning of multilingual PTLMs on human
evaluation data based on metrics such as transla-
tion edit rate (Snover et al., 2006), direct assess-
ment (Graham et al., 2013) and MQM, remains
as state-of-the-art QE methods (Kocmi and Fed-
ermann, 2023b). TransQuest (Ranasinghe et al.,
2020) and COMET (Rei et al., 2020; Stewart et al.,
2020; Rei et al., 2022b; Guerreiro et al., 2024) are
two popular frameworks used for sentence-level
QE. TransQuest utilizes XLM-RoBERTa (Conneau
et al., 2020) as the backbone, concatenating the
source and target sentences using [CLS] (start) and
[SEP] (separator) tokens. In MonoTransQuest, an
architecture within TransQuest, only the embed-
dings of the [CLS] token are used for prediction. In
SiameseTransQuest, a variant of TransQuest archi-
tecture, a twin XLM-RoBERTa network computed
the mean of all token embeddings for the source
and target. This mean is then used to calculate
the cosine similarity as the final QE score. Un-
like TransQuest, COMET was initially proposed
for reference-based evaluation until 2022, when
COMETKIWI (Rei et al., 2022b) was introduced
to support reference-less evaluation. Similar to
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MonoTransQuest, it concatenates the source and
target, and inputs them into the encoder. All hidden
states are then fed into a scalar mix module (Peters
et al., 2018) that learns a weighted sum, produc-
ing a new sequence of aggregated hidden states.
The output of the [CLS] token is then used for the
prediction of sentence-level QE scores.

For word-level QE, OpenKiwi (Kepler et al.,
2019) was proposed to support both sentence- and
word-level QE with various neural network ar-
chitectures. MicroTransQuest (Ranasinghe et al.,
2021), utilizing outputs of all input tokens of an
XLM-RoBERTa model based on the MonoTran-
sQuest architecture, was proposed only for word-
level QE under multilingual settings.

Because of their successes in the QE shared
tasks in the Conference on Machine Translation
(WMT) in recent years (Specia et al., 2020, 2021;
Zerva et al., 2022), TransQuest and COMET are
selected as our baseline fine-tuning frameworks
for sentence-level QE, and MicroTransQuest for
word-level QE.

2.2 Multi-task Learning

Multi-task learning addresses multiple related tasks
concurrently by training them simultaneously with
a shared representation (Caruana, 1997). While
this approach reduces the training cost compared
to training separate models (Baxter, 2000), early
methods led to performance degradation when com-
pared to single-task models (Standley et al., 2020).
Recent efforts have introduced various methods to
address this problem and enhance the MTL perfor-
mance.

Liu et al. (2019) proposed dynamic weight av-
eraging that could learn task-specific feature-level
attention. They used a shared network that contains
features of all tasks and a soft-attention module for
each specific task without using weighting schemes.
Liu et al. (2021) proposed impartial MTL that uses
different strategies for task-shared parameters and
task-specific parameters. Navon et al. (2022) pro-
posed to view the combination of gradients as a
bargaining game, where different tasks negotiate
with each other to reach an agreement on a joint di-
rection of parameter update. They utilized the Nash
Bargaining Solution (Nash, 1953) as an approach to
address this problem and proved the effectiveness
of their method across various tasks. Since some
MTL methods are not always stable during training,
Senushkin et al. (2023) proposed the Aligned MTL
to improve stability. They used a condition number

of a linear system of gradients as a stability crite-
rion, and aligned the orthogonal components of the
linear system of gradients to eliminate instability
in training.

The improved performance and stability of MTL
methods have prompted its application to quality
evaluation. Shah and Specia (2016) investigated
MTL with Gaussian Processes for QE, based on
datasets with multiple annotators and language
pairs. They found multi-task models perform bet-
ter than individual models in cross-lingual settings.
Zhang and van Genabith (2020) used MTL to pre-
dict QE scores and rank different translations. Rei
et al. (2022a) employed MTL to jointly train QE
models at sentence- and word-level. Most of these
studies used non-parametric linear combinations of
task losses, until Deoghare et al. (2023) proposed
to apply Nash MTL to combining sentence- and
word-level QE, based on MicroTransQuest. How-
ever, their Nash MTL might not always be stable
for various QE tasks. In this paper, we explore
different MTL loss heuristics and propose a new
architecture with a novel combined loss function
for the quality estimation of emotion-loaded UGC.

3 Data

We used two datasets to evaluate our approach. The
first one measures how well emotion is preserved in
machine translation and is presented in § 3.1. The
second is a standard QE dataset from WMT 2020 to
WMT 2022 (Freitag et al., 2021a,b, 2022). It con-
tains sentence- and word-level QE data annotated
using MQM, as explained in § 3.2.

3.1 A Human Annotated Dataset for Quality
Assessment of Emotion Translation

We used our Human Annotated Dataset for Quality
Assessment of Emotion Translation (HADQAET)?
as the main resource (Qian et al., 2023). Its
source text originated from the dataset released
by the Evaluation of Weibo Emotion Classifica-
tion Technology on the Ninth China National Con-
ference on Social Media Processing (SMP2020-
EWECT). It originally has a size of 34,768 in-
stances. Each instance is a tweet-like text seg-
ment*, which was manually annotated in the orig-
inal dataset with one of the six emotion labels,
i.e., anger, joy, sadness, surprise, fear and neutral

3ht’cps: //github.com/surrey-nlp/HADQAET

“Like most NLP tasks, we treat tweet-like text segments
as sentence-level data. However, in contrast to tweets, our
instances are longer with an average of 40 Chinese characters.
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(Guo et al., 2021). We kept 5,538 instances with
labels other than neutral and used Google Trans-
late to translate them to English. We proposed an
emotion-related MQM framework and recruited
two professional translators to annotate errors and
their corresponding severity in terms of emotion
preservation. Words/characters in both source and
target that cause errors were highlighted for error
analysis. Details of our framework, error anno-
tation (including inter-annotator agreement) and
error analysis can be found in Qian et al. (2023).
An example of the dataset is shown in Figure A.1.

Since our original paper did not propose any
scores for sentence-level QE, we followed Fre-
itag et al. (2021a) to sum up all weighted errors
based on their corresponding severity, using a set
of weights’ suggested by MQM (Lommel et al.,
2014), i.e., 1 for minor errors, 5 for major and
10 for critical. For word-level QE, we first tok-
enized the source with jieba (Sun, 2013), and the
target with NLTK (Bird et al., 2009) (tokenization
tools for Chinese and English respectively). Then,
we labeled the tokens highlighted by annotators as
“BAD?”, and the rest “OK”. This led to a sequence of
labels for each instance, which indicate translation
quality in emotion preservation at word level.

The MQM-based QE scores related to emotion,
word labels, together with the source texts and GT
translations were used for quality estimation of
emotion-loaded UGC. The emotion labels that were
originally used for emotion classification were also
incorporated to see if they are helpful for QE.

3.2 MQM Subset with Synthetic Emotion

To test whether our approach can be applied to
standard QE data®, we selected the overlapping of
Chinese-English sentence- and word-level MQM
datasets from the QE shared task of WMT 2020
to WMT 2022. The overlapped subset has MQM
scores at sentence level and “OK” or “BAD” labels
at word level. We fine-tuned the Chinese RoBERTa
large model (Cui et al., 2020) on the SMP2020-
EWECT dataset, resulting in an emotion classifier
with a macro F1 score of 0.95. We predicted the
emotion label of the source text of the selected
data using the fine-tuned classifier, and filtered
out all neutral instances. This led to an MQM
subset with automatically generated emotion la-
bels and a comparable size (3544) as HADQAET.
We randomly sampled 100 instances and manually

SWe validated these weights in Qian et al. (2024).
®Their QE scores are not related to emotion.

checked the predicted emotion labels with the help
of a native speaker. The manual validation shows
the emotion classifier is reliable as it achieves an
F1 score 0.90, precision 0.91 and recall 0.92. The
distribution of this subset is shown in Figure 2.

Histogram of Emotion Labels of the MQM Emotion Subset
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Figure 2: Distribution of the MQM emotion subset

4 Methodology

This section describes the architecture and loss
function of our MTL method. Additionally, it also
presents the fine-tuning baselines including Tran-
sQuest and COMET for each individual task.

4.1 Multi-task Learning

We propose a new architecture that is able to train
sentence- and word-level QE systems with an emo-
tion classifier using a combined loss function.

Architecture The architecture we propose is
in Figure 3. Following MonoTransQuest and
COMETKIWI, we concatenate the source and tar-
get, including [CLS] and [SEP] as the starting and
separating tokens. Then, we employed multilingual
PTLMs like XLM-RoBERTa, XILM-V-base and In-
foXLM (Chi et al., 2021) to encode the input text.
Different from Deoghare et al. (2023), who used
embeddings of the last hidden layer, we utilized the
output of the [CLS] token to predict sentence-level
QE scores and the rest tokens for word label clas-
sification. On top of the encoder, we added a fully
connected layer for both sentence- and word-level
QE before the softmax function for prediction.

To incorporate the emotion classification task,
we tried max and average pooling for the output
of the last hidden layer of the encoder and added
another fully connected layer on top. We used
Xavier initialization (Glorot and Bengio, 2010) for
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the weights in all newly-added linear layers. We
experimented different combination strategies for
the losses of these tasks as explained below.

Combined Loss
QES Word Word Word Word
core Label Label Label Label
ZaY FS ra FAN
] LJ L] |

Linear Layer] [

Emotion Label

Linear Layer ]

) ) Y Y

m Tok; (Tokn ] @ Tok'

Source

Figure 3: Architecture of our MTL Framework

Combined Loss The loss function of our method
is defined in Equation 1, where o is a heuristic func-
tion to combine the three losses. Lgep: as shown
in Equation 2 is the Mean Squared Error loss for
sentence-level QE, where Ygg score and YQ E_score
are the true and predicted QE scores, respectively.
Equation 3 is the Cross Entropy loss for word and
emotion classification, where C'is the set of classes.
For Lyorq, C is {“OK”, “BAD”}. For Lo, C is
the 5 emotion classes. 1{y = i} is an indicator
function (1 if the true label y is equal to the cur-
rent class ¢, 0 otherwise), and p; is the predicted
probability of the input being in class .

Ly = U(Lsenta Lyord, Lemo) (D

Lsent - MSE(YQE_scor67 ?QE_SCO’I‘E) (2)
C

Lword/emo = - Z ]l{y = Z} : 1Og(pi) (3)
=1

The objective of the heuristic o is to find a set of
parameters 6 that minimize the aggregate loss of all
tasks. It is defined in Equation 4, where L7 (0)
is the combined loss, and L;(0) is the loss for an
individual task s.

0* = arg mein{LMTL(H) =S L)} &

Theoretically, 6 can be fixed or a simple linear
combination of each task loss. For instance, it can
be 1 for each task loss, but the result is usually not
ideal, as shown in our experiments. In order to
balance the losses of different tasks and overcome

optimization problems like conflicting or dominat-
ing gradients (Navon et al., 2022), we adopted dif-
ferent heuristics o to learn 6, including the Nash
and Aligned MTL losses which are explained in
Appendix A. Other existing MTL methods such as
linear combination, dynamic weight averaging and
impartial MTL were also integrated into our frame-
work. To compare with our proposed Nash and
Aligned MTL, the linear combination (1 for each
task loss) and Nash MTL loss in Deoghare et al.
(2023) were selected as baseline MTL methods in
our experiments. Results of other MTL methods
are in Table A.1.

4.2 Fine-tuning

We utilized MonoTransQuest, SiameseTransQuest
and COMET for sentence-level QE, and Micro-
TransQuest for word-level QE. They rely on
the XLM-RoBERTa models as the foundation
model for fine-tuning. For emotion classification,
we fine-tuned XLM-RoBERTa-large and XLM-V-
base (Liang et al., 2023) using both source and
target texts. Experimental setup and training de-
tails can be seen in the following sections.

4.3 Experimental Setup

We performed experiments under two settings (fine-
tuning and MTL) on two datasets (HADQAET and
the MQM emotion subset). Fine-tuning included
sentence- and word-level QE and emotion classi-
fication. For MTL, we combined sentence-level
QE with word-level QE, sentence-level QE with
emotion classification, and sentence-, word-level
QE and emotion classification.

We used Spearman p and Pearson’s r correla-
tions to evaluate similarities between the predicted
sentence-level QE scores and the true scores. For
word and emotion classification, we used macro
F1, precision and recall scores for evaluation.

4.4 Training Details

We divided the data into training, validation, and
test sets in proportions of 80%, 10%, and 10%
respectively. We set the learning rate as 2e — 5
with the warmup rate as 0.1, for all training setup.
We chose the AdamW optimizer (Loshchilov and
Hutter, 2019) with a linear scheduler for all exper-
iments. The sequence length was set as 200 and
the batch size was chosen as 8. For fine-tuning,
all models were trained for 2 epochs except emo-
tion classifiers; whereas for MTL, we trained our
models for 8 — 12 epochs based on the decrease
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Methods Sentence Level Word Level
Model Loss p r F P R

Nash 04024 03946 02664 02152 0.4055

Aligned 0.1214 0.1000 0.1835 0.1266 0.3333

XLM-RoBERTa-large o' 01021 01779 0.1835 0.1266 03333
_Nash-D 0.3642 03611 02465 0.1917 0.3885

Nash ~ ~0.2747 ~ 02589 02452 02126 0.3772

Aligned 0.2060 0.1629 0.1835 0.1266 0.3333

XLM-RoBERTa-base 2\ 00354 00754 0.1835 0.1266 03333
_Nash-D _0.1278  0.1139  0.2565  0.2043 0.3844

Nash ~ 0.4673  0.4254 02805 0.2378 0.3953

Aligned 0.1391 0.1063 0.2538 0.2050 0.3333

XLM-V-base Linear 02594 02052 02617 02154 0.3333
o ___________Nash-D 04290 03983 0.2495 0.1942 0.3923

MicroTransQuest (FT) / / 0.1951 0.6651 0.1143

Table 1: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of models combining sentence-
and word-level QE using our MTL architecture vs other MTL methods including the linear loss and Nash loss
from Deoghare et al. (2023) (Nash-D) as well as the fine-tuning (FT) model using MicroTransQuest on HADQAET.

of the combined loss and depending on different
combinations of tasks. For the emotion classifi-
cation task in MTL, we chose max pooling over
average pooling after experimentation. We set the
number of epochs as 10 and used early stopping
for fine-tuning emotion classifiers. All these hyper-
parameters were chosen based on experimentation
and previous research.

Fine-tuning multilingual PTLMs via TransQuest
including MonoTransQuest, SiameseTransQuest
and MicroTransQuest was carried out on an
NVIDIA Quadro RTX 5000 GPU. Fine-tuning
emotion classifiers including statistical models on
HADQAET and the MQM emotion subset was per-
formed on an NVIDIA T4 GPU. The rest of the
model training including fine-tuning via COMET
and different combinations of our MTL tasks were
conducted on an NVIDIA A40 GPU.

Methods p r

MonoTransQuest 0.4355 0.3984
SiameseTransQuest 0.4151 0.4502
COMET 0.4083 0.3699

Table 2: Spearman p and Pearson’s r correlation scores
of models fine-tuned using TransQuest and COMET.

5 Results and Discussion

The results obtained by different models are pre-
sented from § 5.1 to § 5.3, while § 5.4 discusses the
observations derived from our results.

Histogram of Emotion Labels of the HADQAET Dataset

Counts(%)

anger fear joy
Labels

sadness surprise

Figure 4: Distribution of the HADQAET dataset

Methods F P R
XLM-RoBERTa-large 0.1000  0.0700  0.2000
XLM-V-base 0.1000  0.0700 0.2000
RF on XLM-RoBERTa-large embeddings ~ 0.1456 0.1603 0.2072
SVM on XLM-RoBERTa-large embeddings 0.1169  0.0826 0.2000

Table 3: Macro F1 (F), precision (P) and recall (R)
scores of emotion classification models on HADQAET.

5.1 Fine-tuning on HADQAET

This section shows the results of fine-tuning, the
methods presented in § 4.2 for sentence-level QE
and emotion classification on HADQAET. The re-
sults at word-level QE are presented together with
MTL in Table 1.

Table 2 displays the results of sentence-level
QE models on HADQAET. The highest correlation
scores, 0.4355 Spearman (p) and 0.4502 Pearson
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Methods

Sentence Level

Emotion Classification

Model Loss o r F P R
Nash  -0.0357 -0.0289 0.1073 0.0733 0.2000
XLM-RoBERTa-large Aligned 0.3786 0.3886 0.7985 0.7946 0.8257
Linear 0.2376 0.2715 0.8399 0.8263 0.8887
~ Nash  0.1448  0.1092 0.8549 0.8352 0.8879
XLM-RoBERTa-base Aligned 0.4229 0.4174 0.8198 0.8054 0.8510
Linear 0.3777 03521 0.7907 0.7756 0.8426
~ Nash  0.0745 0.0105 0.1014 0.0679 0.2000
XLM-V-base Aligned 0.4182 0.4278 0.8209 0.8040 0.8653
Linear -0.0621 -0.0512 0.1014 0.0679 0.2000
FT baselines /04355  0.4502 0.1456 0.1603 0.2072

Table 4: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of MTL models combining
sentence-level QE and emotion classification using our MTL architecture vs linear loss on HADQAET. Our fine-
tuning baselines (FT baselines) from Tables 2 and 3 are listed here for reference.

(r), were achieved by fine-tuning using MonoTran-
sQuest and SiameseTransQuest, respectively.

The emotion categories of HADQAET are im-
balanced, and the dataset size is relatively small, as
depicted in Figure 4. As a result, the fine-tuned clas-
sifiers always predicted the same class. We tried
different PTLMs and hyperparameters, but the per-
formance was not better as seen in Table 3. For this
reason, we applied statistical methods including
Random Forest (RF) (Breiman, 2001) and Sup-
port Vector Machine (SVM) (Hearst et al., 1998)
based on the embeddings from XLM-RoBERTa-
large. Our baseline for emotion classification was
established using RF, achieving the best F1 score
of 0.1456.

5.2 MTL on HADQAET

This section shows results of different combina-
tions of the three tasks on HADQAET.

5.2.1 Sentence- and Word-level QE

Table 1 shows results of MTL that combines
sentence- and word-level QE. For sentence-level
QE, it is observed that MTL using XLLM-V-base
and Nash loss achieved the highest p of 0.4673.
This performance was superior to that of fine-
tuning (0.4355). In the context of word-level QE,
our best F1 score of 0.2805 surpasses the per-
formance of fine-tuning using MicroTransQuest,
which achieved an F1 score of 0.1951. This sug-
gests that training sentence- and word-level QE
systems together under the MTL framework can
lead to improved performance in both tasks. Addi-
tionally, our MTL method is better than the linear
loss and the Nash loss from Deoghare et al. (2023)

for both sentence- and word-level QE.

5.2.2 Sentence-level QE and Emotion
Classification

Table 4 presents results for the combination of
sentence-level QE and the emotion classification
task. We can see that the use of MTL with Aligned
loss effectively prevented the predictions from
falling into the same category as shown in Ta-
ble 3. Our top-performing model achieved an F1
score of 0.8549, much higher than our baseline.
Our Aligned loss usually performed better than the
linear loss for both sentence-level QE and emo-
tion classification. It appears that incorporating
the sentence-level QE task has proven beneficial
for training emotion classifiers. However, incorpo-
rating emotion classification does not seem to be
very helpful for sentence-level QE, as Spearman
scores are not higher than those of fine-tuned mod-
els. In addition, it has been observed that when
combined with emotion classification, the Aligned
loss demonstrates greater stability compared to the
Nash loss. This method achieves a favorable equi-
librium between sentence-level QE and emotion
classification.

Heuristics Sentence-level QE  Emotion Classification
Nash Loss 0.5604 5.1199
Aligned Loss 0.6162 0.6377

Table 5: Average loss weights for sentence-level QE and
emotion classification using Nash and Aligned losses

Investigating further, we trained two models
based on XLM-RoBERTa-base using the exact
same hyperparameters, but two different loss
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Methods Sentence Level Word Level Emotion Classification
Model Loss p r F P R F P R
Nash 03787 0.3979 0.1735 0.2194 0.3805 0.8526 0.8419 0.8730
XLM-RoBERTa-large Aligned 0.1262 0.1035 0.1835 0.1266 0.3333 0.1014 0.0679 0.2000
Linear 0.4020 0.3573 0.1836 0.1267 0.3333 0.8159 0.8115 0.8625
"~ Nash  0.2584 0.2342 0.2351 0.1740 0.3838 0.8528 0.8296 0.8903
XLM-RoBERTa-base Aligned 0.3786 0.3654 0.2013 0.1417 0.3472 0.8403 0.8185 0.8920
Linear 0.2895 0.2331 0.2131 0.1561 0.3426 0.7741 0.7658 0.8232
"~ Nash  0.4051 04082 02245 0.1631 0.3795 0.8513 0.8324 0.8938
XLM-V-base Aligned 0.3389 0.3335 0.1914 0.1344 0.3337 0.8261 0.8220 0.8618
Linear 0.3610 0.3659 0.2461 0.2343 0.3992 0.7892 0.7740 0.8241
FT baselines /04355 0.4502 0.1951 0.6651 0.1143 0.1456 0.1603 0.2072

Table 6: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of MTL models combining
sentence- and word-level QE and emotion classification using our MTL architecture vs linear loss on HADQAET.
Our fine-tuning baselines (FT baselines) from Tables 2 and 3 are listed here for reference.

Methods Sentence Level Word level Emotion Classification
P r F P R F P R
MonoTransQuest  0.3650 0.3836 / / / / / /
SiameseTransQuest 0.2659 0.2622 / / / / / /
MicroTransQuest / / 0.2141 0.4553 0.1399 / / /
Random Forest / / / / / 0.1397 0.2061 0.2048
SVM / / / / / 0.1202 0.0859 0.2000

Table 7: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores for our baselines: fine-tuned
models for sentence- and word-level QE and statistical models including Random Forest and Support Vector
Machine (SVM) for emotion classification on the MQM emotion subset.

heuristics’, i.e., the Nash and Aligned losses, to
combine sentence-level QE and emotion classifi-
cation. We recorded the weights for the losses of
the two tasks learned during training. The average
loss weights (of all epochs) can be seen in Table 5.
We can see that the Aligned loss seems to be better
than Nash in balancing the two tasks as the two
average weights are closer using the Aligned loss
than Nash. This might be one of the reasons why it
leads to more balanced results when the two tasks
are combined.

5.2.3 Sentence-, Word-level QE and Emotion
Classification

Table 6 illustrates simultaneous training of the three
tasks. Again, our MTL method achieved better re-
sults than the linear loss under most circumstances.
Compared with fine-tuning, our MTL method no-
tably enhanced the performance of emotion clas-
sification, but the result of sentence-level QE was
compromised. This suggests that as more tasks are
incorporated into the MTL framework, achieving
consensus or agreement between tasks becomes
more challenging.

"The linear loss was omitted as weights were fixed as 1.

5.3 Results on the MQM Emotion Subset

This section presents results obtained on the MQM
emotion subset, which is a selection of sentences
from WMT QE shared tasks, with synthetic emo-
tion labels as described in § 3.2.

5.3.1 Fine-tuning on MQM Emotion Subset

We applied the same methods as those of
HADQAET, except that only statistical methods
were used for emotion classification. Our base-
line results are shown in Table 7. We achieved a
p of 0.3650 for sentence-level QE, an F1 score of
0.2141 for word-level QE and 0.1397 for emotion
classification.

5.3.2 MTL on MQM Emotion Subset

Table 8 presents the results of combining sentence-
and word-level QE. Our best model, utilizing Nash
loss, achieved a Spearman correlation of 0.4947,
notably surpassing the fine-tuning baseline and
other MTL methods including the linear loss and
Nash loss from Deoghare et al. (2023). The F1
score for word-level QE reached 0.2471, demon-
strating improvement over the fine-tuning baseline.
These findings affirm the validity of our approach
for effectively integrating sentence- and word-level
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Methods Sentence Level Word Level
Model Loss p r F P R

Nash  0.1212 02244 02437 0.1918 0.3996

Aligned 02840 02970 0.1682 0.1125 0.3333

XLM-RoBERTa-large .\ 01162 -0.1249 0.1682 0.1125 03333

Nash-D  0.1427  0.1943 02447 0.1880 0.4043
~ Nash  0.1385 0.1157 0.2253 0.1781 0.3785

Aligned 02901 0.2928 0.1682 0.1125 0.3333

XLM-RoBERTa-base . " 02250 02684 0.1682 0.1125 0.3333

Nash-D 02167 02304 02118 0.1549 0.3722
© Nash  0.4947 0.4448 0.2251 0.1603 0.3908

Aligned 03078  0.2204 0.2471 0.1963 0.3333

XLM-V-base Linear 0.2635 0.2385 0.2465 0.1956 0.3333
_Nash-D _ 0.1668 _0.1619 ~ 0.2450 0.2057 0.3895

FT baselines ] 03650 03836 02141 0.4553 0.1399

Table 8: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of models combining sentence-
and word-level QE using our MTL architecture vs other MTL methods including the linear loss and Nash loss
from Deoghare et al. (2023) (Nash-D) on the MQM emotion subset. Our fine-tuning baselines (FT baselines) from

Table 7 are listed here for reference.

QE in the context of overall quality evaluation.

Table 9 shows results integrating sentence-level
QE and emotion classification. In instances where
sentence-level QE excelled (p 0.35), we observed a
trade-off with emotion classification performance,
and vice versa. The use of the XLM-V base model
with the Aligned loss improved the performance of
emotion classification, resulting in the highest F1
score, 0.3004.

Table 10 shows MTL results that combine all
three tasks. Similar to results on HADQAET, there
are trade-offs among tasks. Notably, on the MQM
emotion subset, our best model achieved higher
scores than fine-tuning and other MTL methods in
both sentence- and word-level QE. This suggests
that our approach contribute to the enhanced per-
formance when training these tasks together.

5.4 Discussion

The results obtained from various task combina-
tions within our MTL framework indicate that
training sentence- and word-level QE systems to-
gether improves their performance compared to
training them separately. This improvement likely
stems from the interconnected nature of the two QE
tasks. However, adding emotion classification to
the framework usually does not enhance sentence-
or word-level QE. Conversely, combining sentence-
level QE with emotion classification boosts the per-
formance of emotion classification. This finding
is consistent for both the HADQAET (an emotion-

related QE dataset) and the MQM emotion subset
(a standard QE dataset from WMT shared tasks).
It suggests that the sentence-level QE task can aid
in training emotion classifiers when training data
is limited and the distribution is skewed.

For word-level QE, our approach achieves higher
recall scores than MicroTransQuest, possibly be-
cause our model predicts errors in both the source
and target texts, whereas MicroTransQuest consid-
ers only errors in the target.

Our results show that Nash and Aligned losses
are generally better than the linear loss. Using the
Nash loss is more likely to achieve state-of-the-art
results for sentence-level QE, whereas the Aligned
loss excels in balancing different tasks to produce
a stable output. For this point, our observation still
needs to be validated by further experiments on
more task combinations and multilingual PTLMs.

6 Conclusion and Future Work

To evaluate MT quality of emotion-loaded UGC
at sentence- and word-level simultaneously, we
employed an emotion-related dataset that includes
emotion labels and human-annotated translation er-
rors. We extended it with sentence-level QE scores
and word labels. This led to a dataset suitable for
sentence- and word-level QE, and emotion classifi-
cation. We proposed a new architecture featuring a
novel combined MTL loss function that integrates
different loss heuristics. This approach unifies the
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Methods Sentence Level Emotion Classification
Model Loss p r F P R
Nash 0.3500 0.3737 0.0257 0.0265 0.0250
XLM-RoBERTa-large Aligned 0.1362 0.1699 0.1027 0.1014 0.1042
Linear 0.1593 0.0747 0.1742 0.1905 0.2689
" Nash  0.1380 0.0125 0.1614 0.1595 0.2689
XLM-RoBERTa-base Aligned 0.1395 0.1684 0.1534 0.1239 0.2014
Linear 0.3305 0.3567 0.1273 0.1251 0.2106
" Nash  0.0631 0.0658 0.2185 0.1897 0.3409
XLM-V-base Aligned -0.0894 -0.0444 0.3004 0.2379 0.4862
Linear 0.0616 0.0058 0.1690 0.1723 0.2689
FT baselines /03650 0.3836  0.1397 0.2061 0.2048

Table 9: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of models combining sentence-
level QE and emotion classification tasks using our MTL architecture vs linear loss on the MQM emotion subset.
Our fine-tuning baselines (FT baselines) from Table 7 are listed here for reference.

Methods Sentence Level Word Level Emotion Classification
Model Loss p r F P R F P R
Nash 0.1198 0.1759 0.2284 0.1671 0.4116 0.1948 0.1623 0.2831
XLM-RoBERTa-large Aligned 0.1151 0.1613 0.1682 0.1125 0.3333 0.0553 0.0311 0.2500
Linear 0.1708 -0.1581 0.1682 0.1125 0.3333 0.0553 0.0311 0.2500
" Nash 02856 -0.2712 02159 0.1523 04046 0.1392 0.3148 0.1935
XLM-RoBERTa-base Aligned 0.2878 0.2992 0.2497 0.2006 0.3306 0.1032 0.1074 0.1874
Linear 0.1794 0.1877 0.2151 0.1586 0.3447 0.1452 0.1661 0.2134
"~ Nash  -0.0331 0.0392 0.1851 0.1383 03399 0.1520 0.1418 0.1755
XLM-V-base Aligned 03779 0.2939 0.1736 0.1174 0.3333 0.1841 0.1592 0.2874
Linear 0.1130 0.1475 0.1743 0.1180 0.3333 0.2601 0.2120 0.4148
FT baselines /03650 03836 0.2141 0.4553 0.1399 0.1397 0.2061 0.2048

Table 10: Spearman p, Pearson’s r, Macro F1 (F), precision (P), recall (R) scores of models combining sentence-
and word-level QE and emotion classification using our MTL architecture vs linear loss on the MQM emotion
subset. Our fine-tuning baselines (FT baselines) from Table 7 are listed here for reference.

training of multiple correlated tasks. We have made
the code publicly available for similar task combi-
nations such as empathy prediction and emotion
classification. We compared our approach with ex-
isting fine-tuning and MTL methods and assessed
its generalization on a standard QE dataset with
synthetic emotion labels. We achieved new state-
of-the-art results on both datasets. For future work,
we aim to validate the effectiveness of our method
on a larger multilingual QE dataset. We are also in-
terested in investigating LLMs to evaluate machine
translation of emotion-loaded UGC.

7 Limitations and Ethical Considerations

Although our MTL method is more effective, it is
computationally expensive compared to fine-tuning
for each task. Further, it takes longer to converge as
parameters in the combined loss need to be learned
over the training process.

Incorporating emotion classification might lead

to unstable performance for sentence-level QE un-
der the Nash loss as explained in § 5.2.2. We will
explore different task combinations and introduce
a new hyperparameter to balance the tasks in our
future work.

The experiments in the paper were conducted
using publicly available datasets. New data were
created based on those publicly available datasets
using computer algorithms. No ethical approval
was required as the use of all data in this paper fol-
lows the licenses in Qian et al. (2023) and Freitag
et al. (2021a,b, 2022).
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A Appendix

A.1 Additional Figures and Tables

Figure A.1 shows an example of the HADQAET
dataset from Qian et al. (2023). Table A.1 displays
results of other loss heuristics in our framework.

A.2 Nash MTL

Nash MTL intends to find an update vector Af for
the gradients g; of the task ¢ in the ball of radius e
centered around zero, B,, as shown in Equation 5.

arg maxppep, 2ilog(A0Tg;) (&)

The solution to Equation 5 is (up to scaling)
¥;;9; where o € RE is the solution to GTGa =
1/a where 1/« is the element-wise reciprocal. De-
tailed proof can be seen in Navon et al. (2022). The
Nash MTL algorithm is shown below:

Algorithm 1 Nash-MTL

Input: 0 — initial parameter vector, {I;}/, —
differentiable loss functions 7 — learning rate
fort=1,...,T do

Compute task gradients g-(t) = Vyu-nl;

)

Set G(®) the matrix with columns g'”
Solve for a : (G)TGa = 1/a to obtain a(¥)
Update the parameters () = () — pG®)o(®)
end for
Return 0(7)

A.3 Aligned MTL

Through theoretical analysis, Senushkin et al.
(2023) found a strong relation between the con-
dition number and conflicting and dominating gra-
dients issues, and they proposed Aligned MTL to
align principal components of a gradient matrix to
make the training process more stable.

The objective of Aligned MTL as defined in
Equation 6, is to minimize the difference between
the original gradient matrix GG and the aligned gra-
dient matrix G. The difference is measured using
the Frobenius F' norm. The constraint in Equa-
tion 6 ensures that G is orthogonal, meaning that
its transpose multiplied by itself is equal to the iden-
tity matrix. This constraint helps to ensure stability
in the linear system of gradients.

min||G — G|% st. GTG =1 (6)
G

G=0oUVT =cGVY YT 7

The solution is defined in Equation 7, where G
is obtained by singular value decomposition (SVD).
SVD decomposes G into three matrices: U, 3 and
VT where U and V are orthogonal matrices, and >
is a diagonal matrix containing the singular values
of G. Algorithm of Aligned MTL is shown below:

Algorithm 2 Aligned MTL

Require: G € RI?*T _ gradient matrix,
w € RT — task importance
M +— GG
(A, V) — eigh(M

Y1« diag( w/,\ e ,//\R

B+ VARVETlVT
a +— Bw
Return G«
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Source MT output Human Translation Original Error type Error

emotion severity
label
BIEFEEKA—LE, %45 | Management is really a Management is really a bunch anger mistranslation critical
AN, MRIARFEFART—4) | comparison of water. | want to of fiddle-faddle. I try hard to
G T A FNF listen hard, but I still can’t hold on | listen, but still can’t hold on for
for a minute...What about the a minute...What about the
postgraduate entrance postgraduate entrance
examination? examination?

Figure A.1: An Example from HADQAET (Qian et al., 2023)

Methods Sentence Level Word Level
Model Loss p r F P R
DWA  -0.0740 -0.1031 0.1835 0.1266 0.3333
CIMTL_ 01488 0.1057 02440 0209 03767
DWA 0.0533 0.0726 0.0183 0.0094 0.3333
XLM-RoBERTa-base iy 01495 01561 02322 0.1929 0.3668

DWA  -0.2551 -0.2302 0.1870 0.1300 0.3333

XLM-RoBERTa-large

o XEMAVRRE T 03182 02714 02757 02320 03843
Nash 0.1678 0.2647 0.2454 0.2181 0.3763
Aligned 0.0363 0.0281 0.1835 0.1266 0.3333
InfoXLM DWA -0.0237 -0.0355 0.1835 0.1266 0.3333

IMTL  -0.2731 -0.2200 0.1879 0.1941 0.3353
Linear 0.0042 0.0013 0.1835 0.1266 0.3333
Nash-D 0.1846 0.2125 0.2618 0.2377 0.3902

Table A.1: Spearman p, Pearson’s r, Macro F1 (F), precision (P) and recall (R) scores of models fine-tuned based
on XLM-RoBERTa, XLM-V-base and InfoXLLM models in combination of sentence- and word-level QE using
Dynamic Weight Averaging (DWA) and impartial MTL (IMTL) on HADQAET. Results obtained using the linear
combination and Nash MTL in Deoghare et al. (2023), i.e., Nash-D, for InfoXLLM are also displayed here.
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