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Abstract

Translating conversational text, particularly in
customer support contexts, presents unique
challenges due to its informal and unstructured
nature. We propose a context-aware LLM trans-
lation system that leverages conversation sum-
marization and dialogue history to enhance
translation quality for the English-Korean lan-
guage pair. Our approach incorporates the two
most recent dialogues as raw data and a sum-
mary of earlier conversations to manage con-
text length effectively. We demonstrate that this
method significantly improves translation ac-
curacy, maintaining coherence and consistency
across conversations. This system offers a prac-
tical solution for customer support translation
tasks, addressing the complexities of conversa-
tional text.

1 Introduction

The WMT 2024 Chat Shared Task addresses the
unique challenges of translating conversational text,
with a particular focus on customer support chats.
Unlike formal or structured texts, conversations are
typically spontaneous and casual, presenting sev-
eral key challenges. First, the system must compre-
hend the dialogue’s flow while accurately translat-
ing content from one language to another. Second,
it is crucial to maintain logical continuity through-
out entire conversations, preserving the context and
intent of each exchange. Third, the task requires ef-
fectively handling the inherent noise and colloquial
nature of chat data.

To tackle these challenges, we developed a
context-aware LLLM translation system that lever-
ages both dialogue history and conversation sum-
marization. Our approach is designed to maintain
coherence and accuracy in translation by referenc-
ing two key elements: (1) ‘History’ field: The two
most recent dialogues of the target conversation,
provided as raw data. (2) ‘History Summary’ field:
A concise summary (maximum 200 characters) of

earlier conversations, excluding the two most re-
cent dialogues.

We utilize both history and history summary in
our approach for the following reasons. Dialogues
often require multi-turn information for accurate
understanding, as context within a single turn can
be insufficient or misleading. Furthermore, while
referencing all previous conversations would be
ideal, it is often prohibited by the context length
limitations of LLMs. Our method addresses these
challenges by using recent parts of the conversa-
tion verbatim and summarizing earlier parts of the
dialogue, effectively reducing context length while
maintaining overall contextual information.

Our approach is informed by previous research
demonstrating the effectiveness of context-aware
models. Current study has shown that stimulat-
ing LLMs to memorize small dialogue contexts
first and then recursively produce new memory us-
ing previous memory helps the chatbot generate
highly consistent response (Wang et al., 2023). The
History-Aware Hierarchical Transformer (Zhang
et al., 2022) also used historical information to
improve the understanding of the current conversa-
tion context. The TiM (Think-in-Memory) frame-
work (Liu et al., 2023), a LLM agent also recalls
relevant thoughts from memory before generating
response, and then integrates both historical and
new thoughts to update the memory. By incorpo-
rating these insights, our system aims to produce
translations that are not only accurate in language
conversion but also maintain the coherent tone and
appropriate word selection crucial in conversational
contexts.

The Gemma-2-27B-it model (Team, 2024) is
used as the foundation for our translation system,
specifically focusing on the English-Korean lan-
guage pair. Our experiments demonstrated that in-
corporating recent dialogues and previous dialogue
summaries significantly improved translation per-
formance compared to methods that did not utilize
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this contextual information. We further refined our
system by implementing more detailed instructions,
which yielded additional improvements in transla-
tion accuracy. Furthermore, we used the GPT-40
mini (OpenAl, 2024) model for efficient conversa-
tion summarization. These combined methods re-
sulted in substantial enhancements to overall trans-
lation quality, clearly demonstrating the effective-
ness of our approach in boosting translation accu-
racy.

2 Methodology

2.1 Data Preparation

Among the five language pairs provided by the
WMT 2024 Chat Shared Task, we selected the
en-ko dataset for our experiments. The dataset
provided by WMT consists of 16,122 training in-
stances, 1,935 validation instances, and 1,982 test
instances.

Example 1

“source_language”: “ko”,
“target_language”: “en”,

“source”: “H|YHZ ALY OYLO| =2fs}2|
BLIc”,

“reference”: “I don’t receive a password

reset email.”,

“doc_id”: “64619c16ab8523e90010b544”,
“client_id”: “@015800001EMzOVAAD”,
“sender”: “customer”,

“history”: “As I understand you are unable
to login to your account as it asks you to
reset the password and you are not getting
reset password email.”,

“H2b LV|2E HIUHSE AMHYSIE= DA
A7t BAIE = B|UHS O|HYUS AHHHotA|
o7 WZo| Ao 2ae 4+ oMUt
“Am I correct?”,

“ghg L7t

“Instruction”: “You are tasked with
translating the following sentences from
Korean to English. These sentences are part
of conversations between a customer and a
customer service agent.\nWhen translating,
keep the following instructions in
mind:\n- Provide only the translation of
the ‘source’ text.\n- Keep the translated
text in a single line.\n- The context
involves a game user contacting a game
company’s customer service center online.
Since the inquiries are typed, there
may be many typos. Please translate with
this in mind.\n- Consider the summary
of the previous conversation, referred
to as ‘Dialogue Context’, if it is
given.\n- Refer to the context from the
previous conversation if it is provided.\n-
Ensure your translations maintain the
intended meaning and tone of the original

dialogue.\nDialogue Context: The customer,
NAME-N, contacted PRS-ORG for help signing
in and reported not receiving a password
reset email.”,

“History_summary”: “Dialogue Context: The
customer, NAME-N, contacted PRS-ORG for
help signing in and reported not receiving
a password reset email.”,

“System”: “You are a professional
translator fluent in both Korean and
English.”

During the data preparation process, we uti-
lized several fields from the provided dataset
and introduced two new ones to enhance
context awareness. The original fields are
source_language, target_language, source,
reference, and doc_id. The newly inserted
fields are history and history_summary. Ex-
ample 1 shows the final preprocessed dataset
used for model training. The source_language
and target_language fields specify the language
pair to be translated, source contains the text
to be translated, reference provides the correct
translation, and doc_id is used to uniquely iden-
tify each conversation session. The history and
history_summary refer to the conversation con-
text as described in the following sections.

2.1.1 History

The history field includes the raw data from the
two previous dialogues of the targeted dialogue that
needs to be translated. This information enables
the model to capture the conversation’s flow and
maintain coherence in the generated translation.

2.1.2 History Summary

The history_summary field contains a concise
summary of earlier conversations, excluding the
two most recent dialogues. It helps to understand
the overall context and background of the current
conversation. For summary generation, we used
the GPT-40 mini model with a prompt that lim-
its the summary to a maximum of 200 characters.
This approach allows the model to focus on the
essential part of the previous content without being
overwhelmed by excessive details.

2.1.3 System Prompt and Translation
Instructions

To ensure consistency in model training and trans-
lation tasks, we developed a prompt strategy. We
defined a base prompt that positioned the model as
a professional translator fluent in both Korean and
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English. We provided detailed guidelines for in-
struction, making the model focus on maintaining
the context and tone of customer service dialogues,
accounting for possible typos, and incorporating
provided conversation summaries. To effectively
guide the model, we supplied detailed prompts and
instructions separately. The content of the system
prompt and translation instructions can be found
in the ‘system’ and ‘instruction’ fields in Example
1. This approach enhances translation quality by
providing clear, context-specific guidance to the
model.

2.2 Context-Aware LLLM Translation System
Using Conversation Summarization and
Dialogue History

After data preparation, we used the provided Chat
Template for Gemma’s Instruct-Tuning to structure
our data and fine-tuned the Gemma-2-27B-it model
for translating customer support dialogues in Ko-
rean and English. We used DeepSpeed library to
quantize the model and applied LoRA (Low-Rank
Adaptation) for model compression. The key pa-
rameters of our training setup were as follows: per
device train batch size of 4, gradient accumulation
steps of 8, learning rate of 1.0e-4, 5 training epochs,
cosine learning rate scheduler, warmup ratio of 0.1
and bfloat16 precision enabled. The GPU we used
was NVIDIA H100 and the training process took
about one hour to complete.

While optimizing our model’s performance, we
also addressed the unique challenges of dialogue
translation. Context plays a pivotal role, signifi-
cantly influencing the accuracy of interpreting and
translating each turn. However, this importance
presents a dual challenge. On one hand, preserving
the conversation’s history is crucial for coherent
translations. On the other hand, as dialogues ex-
tend, managing this context becomes increasingly
complex. Including all previous turns becomes im-
practical and can degrade the quality of subsequent
translations.

To address these challenges, we implemented
the following strategy:

* Recent Dialogues (history): We utilized the
history field to include the two most recent
dialogue in their raw form. This preserves the
immediate context necessary for accurate and
coherent translations.

 Dialogue Context (history_summary): For
earlier parts, we provided a condensed sum-

mary of essential points, generated prior to
inference. This helps the model grasp the
broader context without being overwhelmed
by excessive information (Bae et al., 2022).

This approach balances detailed immediate context
with summarized background, allowing the model
to capture both current dynamics and overall dia-
logue context.

Our prompt structure consists of three key com-
ponents: a system role-play definition, a task in-
struction, and the sentence to be translated. This
setup was critical for guiding the model’s perfor-
mance in customer support dialogue contexts. By
structuring the context using natural language and
leveraging the model’s instruction-tuned capabil-
ities, we aimed to enhance its ability to generate
translations that are not only accurate but also con-
textually appropriate. This method allowed us to
capture the natural flow and nuances of conversa-
tions more effectively.

3 Experimental Results and Application

The performance of our translation model was
evaluated through both human assessment and
various automated metrics. Table 1 shows trans-
lation performance scores by human evaluation.
The ‘sentence’ columns indicate the evaluation
scores for translation quality at the individual sen-
tence level, while the ‘Document’ column reflects
how well the translation maintains consistency and
context across a full conversation. Our DeepText-
Lab team received notably high evaluations, with
scores of 91.35 for translating sentences from En-
glish to Korean and 95.71 for translating sentences
from Korean to English. Our team also received a
score of 90.04 at the document level. These results
demonstrate our system’s strong performance at
both sentence and document levels.

Besides human evaluation, the performance on
the test dataset was also evaluated using several au-
tomated metrics, including COMET, chrF, BLEU,
and Contextual-Comet-QE. The results are summa-
rized in Table 2. We achieved strong results across
all metrics. The COMET score of 93.5 indicates
high translation quality, while the chrF score of
66.0, BLEU score of 47.6, and Contextual-Comet-
QE score of 0.161 demonstrate solid performance.

Beyond assessing overall performance, we ex-
plored how the inclusion of conversation history,
history summaries, and detailed prompts influenced
our model’s translation quality. Table 3 illustrates
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Team Sentence (en—ko) | Sentence (ko—en) | Document
unbabel+it 93.39 96.31 93.21
DeepText_Lab 91.35 95.71 90.04
DCUGenNLP 89.71 96.15 89.83
baseline 79.13 90.47 85.63

Table 1: Human Evaluation of Sentence and Document-Level Translation (Test Dataset Results)

Team COMET | chrF | BLEU | C-COMET-QE
unbabel+it 95.0 70.2 51.5 0.214
DeepText_Lab 93.5 66.0 47.6 0.161
DCUGenNLP 92.3 59.8 394 0.158
baseline 87.6 48.9 26.0 0.041

Table 2: Automatic Evaluation Using Multiple Metrics (Test Dataset Results)

Configuration Direction COMET chrF BLEU C-COMET-QE
w/ recent dialogues and dialogue context en—ko 0.916 S1.52 32.97 0.138
ko—en 0.893 61.57 40.73 -
w/o recent dialogues and dialogue context en—ko 0.910 48.96 29.82 0.126
ko—en 0.889 59.65 38.86 -
w/o prompt modification en—ko 0.911 49.96 31.30 0.135
promp ko—en 0.894 61.15 40.64 -

Table 3: Impact of Contextual Elements on Translation Performance (Validation Dataset Results)

the significant impact of these elements on various
performance metrics, especially chrF and BLEU
scores. The absence of these contextual elements
led to a significant decrease in translation quality,
emphasizing the importance of context preserva-
tion and precise guidance in producing high-quality
translations.

In addition to the above evaluations, we also
assessed our model’s performance in terms of for-
mality and lexical cohesion using the MuDA (Fer-
nandes et al., 2023) framework. The results of these
assessments are presented in Table 4 and Table 5.
For formality, the model achieved a precision score
of 73.0, and a recall of 35.1, resulting in an overall
F1-Score of 47.4. For lexical cohesion, the model
demonstrated strong performance with a precision
of 70.5, and a recall of 73.8, leading to an F1-Score
of 72.1.

Team Precision | Recall | F1
unbabel+it 69.4 442 | 54.0
DeepText_Lab 73.0 35.1 47.4
DCUGenNLP 25.5 182 | 21.2
baseline 50.0 104 17.2

Table 4: Formality Results

Team Precision | Recall | F1
unbabel+it 73.3 76.2 | 74.7
DeepText_Lab 70.5 73.8 | 72.1
DCUGenNLP 73.5 68.3 | 70.8
baseline 66.1 65.1 65.6

Table 5: Lexical Cohesion Results

4 Conclusion

We participated in the WMT English-Korean Chat
Translation Task using the Gemma-2-27B-it model
enhanced with dialogue history for context-aware
translations. We effectively reduced the context
length by summarizing earlier conversations and
enhanced the model’s translation performance by
including the history of the two most recent dia-
logues and the summary of the previous dialogues,
excluding the most recent two.

As a result, the translation performance has sig-
nificantly improved, though there is still room for
enhancement. Despite our team’s high score, cer-
tain issues were identified in the generated transla-
tions. For instance, the Gemma 2 model occasion-
ally produces translations in unexpected languages
like Turkish, French, and Polish. This stems from
the model’s multilingual pretraining and presents
an area for further exploration in future work.
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