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Abstract

This paper describes Unbabel+IT’s submission
to the Chat Shared Task held at the Workshop
of Machine Translation 2024. The task fo-
cuses on translating customer support chats
between agents and customers communicat-
ing in different languages. We present two
strategies for adapting state-of-the-art language
models to better utilize contextual information
when translating such conversations. Our train-
ing strategy involves finetuning the model on
chat datasets with context-augmented instruc-
tions, resulting in a specialized model, TOW-
ERCHAT. For inference, we propose a novel
quality-aware decoding approach that leverages
a context-aware metric, CONTEXTCOMET, to
select the optimal translation from a pool of
candidates. We evaluate our proposed approach
on the official shared task datasets for ten lan-
guage pairs, showing that our submission con-
sistently outperforms baselines on all and com-
peting systems on 8 out of 10 language pairs
across multiple automated metrics. Remark-
ably, TOWERCHAT outperforms our contrastive
submission based on the much larger TOWER-
v2-70B model while being 10x smaller. Ac-
cording to human evaluation, our system out-
performs all other systems and baselines across
all language pairs. These results underscore the
importance of context-aware training and infer-
ence in handling complex bilingual dialogues.

1 Introduction

The focus of this year’s chat translation (Chat MT)
shared task is the translation of conversations in
customer service applications. This task differs
from classical MT in that the interactions are bilin-
gual and the texts are often more dynamic, con-
textualized, and informal than the structured con-
tent typically found in news or Wikipedia articles.
In such scenarios, leveraging conversation context
could potentially help avoid cases of lexical incon-
sistency and incoherence (Laubli et al., 2018; Toral
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Figure 1: A WMT?24 sample conversation (some turns
omitted) with reference English translations. With-
out context, TOWERCHAT mistranslates “montagem de
elencos” to “casting”. With context, it correctly trans-
lates the source, understanding the customer is talking
about a squad building challenge (“dme”).

et al., 2018). However, previous editions of the
Chat MT shared task have shown that standard MT
models are still incapable of doing so (Farajian
et al., 2020; Farinha et al., 2022).

Large Language Models (LLMs) present a
promising avenue to address this issue. Not only
are they becoming the state-of-the-art solution
for multilingual machine translation (Zhang et al.,
2023; Wei et al., 2023; Alves et al., 2023; Reinauer
et al., 2023; Zhu et al., 2024), but they are also
known to handle context adeptly (Karpinska and
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Iyyer, 2023; Wang et al., 2023; He et al., 2024).
Despite their potential, the application of LLMs in
understanding and translating bilingual chat conver-
sations remains underexplored. We aim to bridge
this gap by investigating how translation LLMs
can be adapted for the Chat MT task and how they
can effectively leverage conversational context to
produce better translations.

Using TOWER LLM (Alves et al., 2024), a strong
LLM specialized for MT and related tasks, we show
that an LLM not fine-tuned for the chat domain
struggles to leverage context for disambiguation,
often resulting in translations that are worse than
those produced without context. We thus propose
two solutions to improve context usage for transla-
tion LLMs. First, we build a translation model tai-
lored for Chat MT — TOWERCHAT - finetuned on
a carefully constructed context-augmented dataset.
Second, to further improve the usage of contextual
information during inference, we take a novel ap-
proach of performing quality-aware decoding (Fer-
nandes et al., 2022, QAD) with a context-aware
MT evaluation metric, CONTEXTCOMET (Agrawal
et al., 2024). QAD approaches select one best hy-
pothesis from a pool of candidates using an MT
metric, and have been shown to improve translation
quality (Freitag et al., 2022; Fernandes et al., 2022;
Farinhas et al., 2023).

This serves as our primary submission to the
WMT?24 Chat MT shared task, along with two con-
trastive ones — TOWERCHAT without QAD, and
TOWER-V2-70B. The TOWER-V2-70B model is
the strongest version of TOWER, which was devel-
oped for the General MT shared task.! The trans-
lations obtained from our approach consistently
achieve the best scores across all language pairs
tested, as measured by both automatic MT metrics
(neural and lexical) and lexical cohesion metrics
(MUDA accuracy) and human evaluation, beating
strong baselines that disregard the context of con-
versations. Furthermore, TOWERCHAT without
QAD maintains general translation capabilities and
achieves better or comparable quality to TOWER-
v2-70B, outlining the importance of in-domain
adaptation of translation LLLMs on Chat MT data.

2 Chat Translation Shared Task: Dataset
and Challenges

This year’s chat MT dataset includes bilingual on-
line customer service chats between an English-

"Private model, but since we developed it, we have access.

speaking agent and clients who speak Portuguese,
French, Italian, Dutch, or Korean. These conversa-
tions are often unplanned, informal, and nonstan-
dard, contrasting with the well-formed text of most
other translation domains. An example conversa-
tion is shown in Figure 1.

We present the general statistics from this year’s
shared task datasets in Table 1, including (i) the
number of instances in the dataset for each lan-
guage pair; (ii) the average character length of the
source segments; (iii) the average number of seg-
ments in a conversation and (iv) the percentage of
segments tagged with MUDA (Fernandes et al.,
2023), an automatic tagger for identifying tokens
belonging to certain discourse classes (lexical co-
hesion, verb forms, pronouns, formality) of poten-
tially ambiguous translations. While the develop-
ment and test sets exhibit a similar distribution in
terms of segment length and count, they differ sig-
nificantly from the training dataset. Furthermore,
up to 30% en<+fr instances are tagged as requiring
disambiguation according to MUDA, highlighting
the complexity and the need for contextual infor-
mation to generate high-quality translations.?

Next, we describe the process of building TOW-
ERCHAT, which was conditioned by the aforemen-
tioned inherent complexities of Chat MT.

3 Adapting TOWER for Chat Translation

LLMs have shown the potential to use contextual
information to perform many NLP tasks (Karpin-
ska and Iyyer, 2023). In this work, we investigate
whether providing contextual information can im-
prove translation quality for bilingual chats using
strong translation LL.Ms like TOWERINSTRUCT.
Contrary to our expectations, our preliminary re-
sults indicate that incorporating context into the
prompt instruction diminishes overall translation
quality. We believe this is due to TOWERIN-
STRUCT’s training data lacking chat-specific MT
examples, which results in the model’s unfamil-
iarity with the context format and the inability to
adequately use context (Section 5). To mitigate this
and improve the usage of contextual information,
we propose two strategies — one for training and
one for inference.

Note that MUDA only tags formality for Korean and does
not detect instances of semantic ambiguity. The dataset likely
features many more complex context phenomena.
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Language Pair

# Instances

Avg. Source Length

Avg. # Segments per Conversation

% MuDA tagged

Train Dev Test  Train Dev Test Train Dev Test Dev Test
en<>de 17805 2569 2041 4740 5226 53.09 36.12 31.33 30.46 15.65 15.78
ens>fr 15027 3007 2091 41.84 5490 56.23 5692 3341 32.17 29.43 29.65
en<>pt-br 15092 2550 2040 4272 46.46 4649 34.69 26.56 27.95 13.02 12.99
en«>ko 16122 1935 1982 39.86 47.67 4690 38.11 50.92 47.19 0.41 0.50
en<»nl 15463 2549 2015 4540 5231 5431 2599 3540 34.74 22.01 23.13

Table 1: Statistics for each language pair and split of the data for the WMT24 Chat MT shared task.

Context: {context}

Translate the following {source_lang} source text to
{target lang}, given the context.

{source_lang}: {source_seg}
{target_lang}: {target_seg}

Figure 2: Instructions with context for Chat MT. Parts
in purple are only included when a context is available.

3.1 Finetuning on Context-augmented Chats

For a conversation C' of length L with segments
{(x¢, yr, ct) Y ;, where 2, is a text generated by
the agent or the customer, ¥, is its reference trans-
lation in the target language, and ¢; is the preced-
ing bilingual context, we train the model to mini-
mize the cross-entropy loss using the input prompt
shown in Figure 2:

L = —log P(y:|z¢, ct). (D

The context ¢; includes all previous turns of the
conversation, capturing important discourse-level
information such as pronoun references, formal-
ity, and other pragmatic elements that influence
the translation. For the first turn, no context is
available, so the prompt reduces to the standard
format used for zero-shot MT, as described in
Alves et al. (2024). We train TOWERCHAT by
finetuning TOWERBASE 7B on the concatenation
of TOWERBLOCKS and the entire training dataset
of the shared task, using context-aware prompts.
This endows the model with the capacity to bet-
ter understand and leverage conversational context,
enabling it to generate high-quality translations.

3.2 QAD with Context-aware Metrics

Decoding strategies informed by translation qual-
ity metrics such as Minimum Bayes Risk De-
coding (MBR) and Tuned Reranking (TRR) have
been shown to consistently improve output qual-
ity over greedy decoding (Fernandes et al., 2022;
Freitag et al., 2022; Nowakowski et al., 2022; Far-
inhas et al., 2023). In QAD, the goal is to find

a translation among a set of candidates that max-
imizes the expected utility function, often mea-
sured using an MT metric like reference-based
COMET. Recently, Agrawal et al. (2024) showed
that context-aware M T metrics correlate better with
human judgments compared to their non-contextual
counterparts, especially when evaluating out-of-
English chat translations. The context-aware ver-
sions of COMET (Vernikos et al., 2022; Agrawal
et al., 2024) compute quality scores for a source-
reference-hypothesis tuple, (x,y, 9), using the rep-
resentations extracted from a context-augmented
input, ([¢; z], [¢; y], [¢; 91])-

As such, we use CONTEXTCOMET for MBR
decoding in our submission. For a given source
text x, the previous bilingual context, c, and a set
of candidate translations sampled from the model
Y, the utility of each candidate ¢ € )/, is given by

1
u=— Y CONTEXTCOMET([c; z], [¢; y], [¢; §]).
V|
yey
2
The best translation is selected using:
Ymbr 1= arg maxzey[u(y, V)] 3)

This enables the model to select a translation
amongst alternative hypotheses, potentially lead-
ing to more accurate and contextually appropriate
outputs. QAD with TOWERCHAT serves as our
primary submission to the Chat Shared Task.

4 Experimental Configurations

Baselines. We report the shared task’s official
baseline: NLLB-3.3B with beam search decoding
(beam width: 4). Additionally, we report greedy
decoding results with TOWERINSTRUCT-7B, and
TOWER-V2-70B, the strongest TOWER model. The
former serves as a direct baseline for our method,
while the latter is a state-of-the-art baseline for MT.

TOWERCHAT. We report greedy and QAD re-
sults with the TOWERCHAT-7B model. For
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EN-XX XX-EN
MoDEL CHRF{ COMETT METRICX]| CONTEXT-QET CHRFT COMETT METRICX| CONTEXT-QET
Baselines
NLLB 59.789 88.618 1.04 6 4956 70.769 88.167 0.74 5 5.06 6
TOWERINSTRUCT 7B (0-shot)
w/o context 64958 91.69 6 0.383 16294 76.046 92.175 0.56 4 15.73 4
w/ context 63.399 91.097 0495 14535 74328 91366 0.60 4 14.67 4
TOWERINSTRUCT 7B (5-shot)
w/o context 65208 91.756 0.393 16.623 75847 92225 0.54 4 15973
w/ context 63.629 91.037 0.50 5 15.024 73529 91.646 0.59 4 14.67 4
TOWER-V2 70B (5-shot)
w/o context 68265 92.684 0.3012 18.242 77.174 92.693 04712 17.7111
w/ context 68266 92504 0.3012 17.532 76036 92374 0.4612 17.282
TOWERCHAT
w/o context 71.685 93.014 0.323 16.773 77973 92724 0.513 16.40 3
w/ context 75933 93.633 0323 16.613 78.872 93.013 04712 16.153
+ QAD (COMET) 76.362 94.18(1 0.252 18.78[1 78.922 93.39(1 0.44(1 18.1811
+ QAD (CONTEXTCOMET) 76.56(11 94.052 0.2612 18.68[1) 78.9212 93.2412 0.44(1 18.24(1

Table 2: Main Results on Official Test Set: QAD with TOWERCHAT outperforms all baselines across the board.
Models with statistically significant performance improvements are grouped in quality clusters

QAD, we perform MBR with COMET or CON-
TEXTCOMET on 100 candidates obtained via ep-
silon sampling with e = 0.02 (Hewitt et al., 2022).

Instruction settings. To assess whether systems
can properly leverage conversational context, we
prompt the LLM-based MT with two instruction
formats (see Figure 2): 1) w/o context, where the
model is prompted without any conversational con-
text (without the purple highlighted text). 2) w/
context, where the entire previous bilingual con-
versation is provided as the context in the prompt.>

Evaluation. We report the final results on the
shared task’s test set on all ten language pairs. As
exemplified in Figure 1, ambiguous contextual phe-
nomena often arise in Chat MT that require nu-
anced evaluation. As such, we leverage three types
of assessments: 1) automatic metrics for measuring
overall translation quality — two neural and one lexi-
cal - COMET-22 (Rei et al., 2022), CHRF (Popovic,
2015) and METRICX-XL (Juraska et al., 2023); 2)
a reference-free neural metric that uses context for
quality assessment, CONTEXT-QE (Agrawal et al.,
2024); 3) F1-score on MUDA tags for measuring
whether models correctly resolve lexical ambigu-
ities (Fernandes et al., 2023). Considering MET-
RICX, CHRF, and MUDA is crucial in our case, as
COMET may favor the QAD strategies we use.

On Tables 2 and 3 we report performance clus-
ters based on statistically significant performance

3Note that {target_seg} is unavailable during inference
and the model is asked to perform prompt completion.

gaps at a 95% confidence threshold.* We create per-
language groups for systems with similar perfor-
mance, following Freitag et al. (2023), and obtain
system-level rankings using a normalized Borda
count (Colombo et al., 2022), which is defined as
an average of the obtained clusters. Note that a
first cluster will not exist if no model significantly
outperforms all others on a majority of languages.

5 Main Results

Table 2 presents the average results for EN—XX
and XX—EN translation directions. TOWERCHAT
with QAD outperforms all baselines across all set-
tings on automatic metrics and human evaluation.

TOWERCHAT leverages context more adeptly
than TOWERINSTRUCT. Our primary goal in
this task was to create a model that can effectively
leverage context to generate high-quality transla-
tions with LLMs. As shown in Table 2, TOWER-
CHAT consistently outperforms TOWERINSTRUCT
across all settings, language pairs and evaluation
metrics. Furthermore, TOWERCHAT shows an aver-
age improvement of 4 CHRF points for en-xx when
using context (w/ context), compared to a context-
agnostic prompt (w/o context).’> This trend also
holds when evaluating translation quality using the
primary metric, COMET, for 8 out of 10 language

*For segment-level metrics, such as COMET, we perform
significance testing at the segment level. For CHRF, we substi-
tute segment-level scores with corpus-level scores calculated
over 100 random samples, each with a size equal to 50% of
the total number of segments.

The improvement is statistically significant with a 92.1%
accuracy (Kocmi et al., 2024).
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EN-XX XX-EN
MODEL
DE FR PT KO NL DE FR PT KO NL

Baselines
NLLB 90.567 91.066 86339 87269 87.868 89.036 89.186 86.18 88.059 88.458
TOWERINSTRUCT 7B (0-shot)

w/o context 91.715 91.895 9197 91645 9137 92.084 92.782 90437 93.136 92455

w/ context 91486 91.086 90.798 91.137 91.07 91.335 91.895 90.636 91.887 91.087
TOWERINSTRUCT 7B (5-shot)

w/o context 91.755 91755 92326 91416 91556 92.064 92284 90.636 93.555 9265

w/ context 91416 90.886 90.858 90458 91.586 92.064 92.145 90.825 90.898 92.296
TOWER-V2 70B (5-shot)

w/o context 92.8112 92214 93.065 92554 92765 92.68[1 93.23(1 91.464 93.086 92.983

w/ context 92.613 92.084 93.035 91.76 5 93.024 92.074 92444 91424 93.056 92.893
TOWERCHAT

w/o context 92364 92264 93.894 93733 92814 92283 92.792 91.065 94.694 92.78 4

w/ context 92,7412 92.643 94533 94.162 94.093 92243 92.673 92.093 94983 93.06 3
said + QAD (COMET) 93.28(1) 93.13[1 94911 95.0111 94.54(1) 92.58[1 92952 92.63[1 95.32(1 93.491

+ QAD (CONTEXTCOMET) 93.22[1) 92962 94.762 94.96(1 94362 92482 92.713 92.46(1 95.162 93.3812

Official Rank (COMET) 2nd 1 1 1 1% ond 1 1 1% 1
Official Rank (Human) ™ ™ 1 1 1™ 1™ 1 ™ ™ 1

Table 3: Main Results by COMET on Official Test Set by Language Pair. Models with statistically significant

performance improvements are grouped in quality clusters.

Model Lexical Cohesion Verb Form Pronouns Formality
NLLB 72.43 52.97 72.31 56.44
TOWERCHAT 85.13 47.80 79.71 81.93
QAD (COMET) 85.94 61.22 80.56 82.46
QAD (CONTEXTCOMET) 86.21 64.38 79.28 83.16

Table 4: MuDA F1 results. On average, QAD with
CONTEXTCOMET has the best F1 score.

pairs as shown in Table 3. We attribute this to the in-
clusion of context-augmented Chat MT instruction
dataset in TOWERCHAT’s training, highlighting the
effectiveness of in-domain fine-tuning.

QAD results in consistent gains over greedy de-
coding, surpassing 70B models. The highest-
quality translations according to all metrics con-
sidered are obtained after performing QAD with
COMET or CONTEXTCOMET on top of TOWER-
CHAT-7B, even outperforming the much larger
TOWER-V2-70B, which uses few-shot examples.
Moreover, QAD closes the gap in quality as mea-
sured by METRICX and CONTEXT-QE between
TOWERCHAT-7B (greedy) and TOWER-V2-70B
models, demonstrating that advanced inference
techniques can effectively make smaller models
competitive against much larger ones.

Context-aware QAD improves MUDA F1 over
Context-agnostic QAD. While all neural and
lexical metrics indicate that QAD with CON-
TEXTCOMET and COMET perform comparably,
these metrics may not fully capture nuanced dif-

Models EN—XX XX—ren
TOWERINSTRUCT-7B  84.28 82.77
TOWERCHAT-7B 83.95 82.54

Table 5: COMET scores for TOWERINSTRUCT and
TOWERCHAT on the WMT23 test set.

ferences in translation quality. To address this, we
evaluate MUDA F1 accuracy scores for a subset
of models in Table 4. The results show that QAD
with CONTEXTCOMET consistently outperforms
QAD with COMET across all dimensions, except
pronouns. Our qualitative analysis suggests that
the pronoun accuracy might have been lower due
to potential paraphrasing. Coupled with the previ-
ous results, these findings strongly motivate further
exploration of QAD with context-aware metrics.

Finetuning on Chat data does not degrade gen-
eral translation capabilities. To ensure that
adding chat MT dataset in the mix does not im-
pact the generic translation capabilities of LLMs,
we report COMET on the standard WMT23 bench-
mark (Kocmi et al., 2023) averaged across EN—XX
and XX—EN directions for TOWERINSTRUCT and
TOWERCHAT in Table 5. TOWERCHAT suffers
only minor degradation (—0.3) relative to TOW-
ERINSTRUCT, validating the viability and effective-
ness of our finetuning approach.

997



SYSTEM EN-DE EN-FR EN-NL EN-PT EN-KO
Txx) T(BEN) C TXX) T(EN) C T(xx) T(eN) C Txx) T(eN) C TxXx) T(EN) C
Baseline 78.05 87.57 74.50 80.59 77.82 67.81 82.66 9098 53.07 61.27 73.98 56.37 79.13 90.47 85.63

Unbabel-IT 89.42 92.74 8422 90.24 90.00 79.62 98.16 97.40 9222 82.04 8237 78.00 93.39 9631 93.21

Table 6: Human Evaluation results on the official test set. T and C represent aggregated turn-level and conversation-

level direct-assessment scores respectively.

6 Human Evaluation

TOWERCHAT is the winner of the WMT?24 Chat
MT Shared Task across all language pairs accord-
ing to human evaluation. Table 6 shows that our
model significantly surpasses the baseline on both
turn-level (T) and conversation-level (C) evalua-
tions in all language directions. Notably, it reaches
an average direct assessment score of > 90 at both
turn-level and conversation-level for EN-FR, EN-
NL, and EN-KO translation pairs. The victory on
conversation-level evaluation outlines the superior
capacity of TOWERCHAT to incorporate bilingual
conversational context when translating.

That said, there is a visible drop between turn-
level and conversation-level scores, leaving room
for improvement on how well TOWERCHAT lever-
ages context for translation. In future work, we
wish to explore thoroughly under what circum-
stances context is useful to produce a better transla-
tion, and to what extent TOWERCHAT can leverage
it appropriately.

7 Conclusion

In this work, we present two strategies for im-
proving context usage for bilingual chat translation
using LLMs. Our training strategy involves fine-
tuning LLMs on context-augmented instructions
resulting in higher-quality translations during infer-
ence when using bilingual context. Second, we pro-
pose a novel quality-aware decoding strategy with a
context-aware metric (CONTEXTCOMET) that sig-
nificantly improves translation quality across the
board, surpassing a state-of-the-art 70B translation
model and all other baselines. Our findings show
successful usage of contextual information as mea-
sured by MUDA in resolving ambiguities for the
highly contextual domain of chat translation. Cru-
cially, our system finished first in human evaluation
across all the shared task’s language pairs.
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A Validation Results

MODEL EN-XX XX-EN
CHRF  COMET CHRF  COMET
Baselines
NLLB 3.3B 58.41 86.97 65.39 85.51
TOWERINSTRUCT 7B (0-shot)
w/o context 63.69 90.69 71.57 90.62
w/ context 63.51 90.53 70.16 89.84
TOWER-V2 70B (5-shot)
w/o context 67.08 91.95 73.41 91.41
w/ context 66.85 91.69 71.87 90.94
TOWERCHAT
w/o context 70.63 92.21 73.42 91.13
w/ context 74.17 92.76 73.81 91.35
+ QAD (COMET) 74.49 93.49 73.93 91.85
+ QAD (CONTEXTCOMET) 74.54 93.31 74.15 91.70

Table 7: Results on the Validation Set: TOWERCHAT with QAD outperforms all baselines.

B Test Results by Language Pair

EN-XX XX-EN
MODEL
DE FR PT KO NL DE FR PT KO NL
Baselines
NLLB 70.22 76.03 58.60 34.50 59.55 71.79 76.37 67.13 69.87 68.62
TOWERINSTRUCT 7B (0-shot)
w/o context 71.81 74.59 72.26 43.18 62.90 77.57 79.02 72.06 75.73 75.80
w/ context 71.16 74.38 68.50 41.70 61.23 75.68 78.31 71.83 72.63 73.15
TOWERINSTRUCT 7B (5-shot)
w/o context 71.38 74.72 72.59 42776 64.55 76.64 78.67 71.68 76.23 75.96
w/ context 7148 73.66 66.15 40.94 65.86 75.05 77.56 70.39 70.87 73.74
TOWER-V2 70B (5-shot)
w/o context 75.58 75.53 75.02 47.16 68.00 78.07 80.49 73.58 76.57 77.12
w/ context 74.60 75.28 74.05 46.99 70.38 77.54 77.63 73.16 75.69 76.10
TOWERCHAT
w/o context 74.04 77.12 79.71 57.63 69.91 79.31 79.36 74.00 80.17 77.01
w/ context 76.41 79.97 82.24 61.27 79.78 79.91 79.26 75.72 81.30 78.15
+ QAD (COMET) 77.09 80.34 82.25 61.79 80.33 79.70 78.78 75.88 81.56 78.67

+ QAD (CONTEXTCOMET) 77.23 80.51 82.55 62.29 80.25 79.87 78.57 76.01 81.57 78.60

Table 8: Results by CHRF (higher is better) on Official Test Set by Language Pair.
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EN-XX XX-EN

MODEL
DE FR PT KO NL DE FR PT KO NL
Baselines
NLLB 0.62 0.38 1.57 1.51 1.13 0.65 0.70 1.07 0.59 0.68
TOWERINSTRUCT 7B (0-shot)
w/o context 0.28 0.23 043 0.57 0.37 0.50 0.53 0.86 0.37 0.53
w/ context 0.38 0.29 0.69 0.60 049 0.56 0.55 0.74 0.46 0.69
TOWERINSTRUCT 7B (5-shot)
w/o context 0.29 0.25 0.39 0.62 0.39 0.50 0.55 0.79 0.37 0.52
w/ context 0.35 0.32 0.69 0.75 0.39 0.54 0.59 0.72 0.60 0.51
TOWER-V2 70B (5-shot)
w/o context 0.24 0.22 0.27 045 030 0.48 0.46 0.63 0.33 045
w/ context 0.25 0.21 0.28 045 0.29 0.50 0.48 0.58 0.31 0.42
TOWERCHAT
w/o context 0.27 0.24 0.29 042 0.37 0.50 0.51 0.71 0.33 0.52
w/ context 0.34 0.26 0.27 045 0.27 047 048 0.60 0.30 0.48
+ QAD (COMET) 0.30 0.22 0.24 0.31 0.21 0.46 0.46 0.55 0.27 0.45

+ QAD (CONTEXTCOMET) 0.31 0.22 0.24 0.29 0.23 047 0.47 0.56 0.27 0.45

Table 9: Results by METRICX (lower is better) on Official Test Set by Language Pair.

EN-XX XX-EN
MODEL
DE FR PT KO NL DE FR PT KO NL
Baselines
NLLB 1556 124 -551 411 935 19.09 0.77 -6.75 4.13 8.04
TOWERINSTRUCT 7B (0-shot)
w/o context 21.84 896 9.11 19.73 21.83 2341 746 749 18.66 21.64
w/ context 21.26 722 6.89 17.50 19.79 2252 7.45 7.12 17.72 18.53
TOWERINSTRUCT 7B (5-shot)
w/o context 2175 9.41 1047 19.50 21.95 23.37 8.29 8.51 18.35 21.33
w/ context 21.83 820 8.17 1522 21.68 2293 6.75 7.16 1549 21.02
TOWER-V2 70B (5-shot)
w/o context 23.42 1047 12.38 20.84 24.07 2521 9.77 10.26 20.08 23.21
w/ context 23.13 9.74 12.30 1891 23.56 25.11 991 9.72 18.88 22.80
TOWERCHAT
w/o context 22.31 9.15 10.55 20.08 21.75 24.12 7.72 8.81 19.48 21.85
w/ context 2239 8.69 11.36 18.58 22.05 2428 7.45 9.06 17.96 21.97
+ QAD (COMET) 2427 10.92 13.01 21.65 24.04 26.12 9.67 10.77 21.02 23.31

+ QAD (CONTEXTCOMET) 24.41 10.67 12.74 21.64 2393 26.15 10.00 10.59 21.08 23.39

Table 10: Results by CONTEXT-QE (higher is better) on Official Test Set by Language Pair.

MUDA F1 Scores by Language Pair
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Figure 3: MUDA accuracy scores by LPs. Plots are left empty for the cases MUDA does not return tags (e.g., verb
form for Korean).
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