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Abstract
This paper explores whether it is possible
to train a machine learning model using
Wikipedia data to detect subjectivity in sen-
tences and generalize effectively to other do-
mains. To achieve this, we performed exper-
iments with the WikiBias corpus, the BABE
corpus, and the CheckThat! Dataset. Various
classical models for ML were tested, including
Logistic Regression, SVC, and SVR, includ-
ing characteristics such as Sentence Transform-
ers similarity, probabilistic sentiment measures,
and biased lexicons. Pre-trained models like
DistilRoBERTa, as well as large language mod-
els like Gemma and GPT-4, were also tested
for the same classification task.

1 Introduction

Subjectivity permeates all spheres and experiences
of human life. Language, as a representation of
reality, is not exempt from subjectivity. When an
author’s perspective is presented as absolute truth,
the text is said to contain subjective bias. Techni-
cally, it is cognitively impossible to write a text
or construct a corpus without some form of bias.
Although showing the author’s position is not al-
ways a wrong approach, and in some genres it is
even considered advisable, this is not always the
case. A multitude of textual content such as text-
books, scientific articles or news presentations need
to maintain neutrality as much as possible by avoid-
ing bias.

The creation of objective texts is a long standing
concern for academia as well as for many areas of
society. Science, law, information, politics and gov-
ernmental communication, among others, require
verifiable texts that leave aside the author’s subjec-
tivity. In journalism, for example, the objective,
fact-based style has traditionally been encouraged.

In 2001 Wikipedia introduced its Neutral Point
of View (NPOV) policy1, which applies to all ar-

1Wikipedia: Neutral point of view

ticles written in this collaborative encyclopedia.
The NPOV encompasses the following principles:
a) avoid stating opinions as facts, b) avoid stat-
ing seriously contested assertions as facts, c) avoid
stating facts as opinions, d) prefer nonjudgmental
language, and e) indicate the relative prominence
of opposing views. To comply with this policy,
published texts are periodically reviewed and neu-
tralized.

In order to achieve neutral language, Wikipedia
performs periodic reviews of articles, attempting
to identify and eliminate bias elements. This has
allowed the development of various resources by
comparing original and de-biased versions of ar-
ticles, such as the NPOV corpus (Recasens et al.,
2013) and WikiBias (Pryzant et al., 2020).

Subjective bias is a problem that goes beyond the
used lexicon. Depending on the domain in question
various forms of bias appear. In this paper we ask if
it is possible to train a ML model (using a bias de-
tection dataset) that generalizes well enough to be
extrapolated to other domains. The training corpus
is the WikiBias corpus, explicitly elaborated on the
neutralization processes of Wikipedia. We ask our-
selves if the information learned from Wikipedia
can correctly classify bias in different contexts.

The paper is structured as follows: Section 2
explains the state of the art corpora and algorithms
for bias detection in English. The experiments
performed with different corpora and the results
are explained in section 3. Section 4 discusses the
conclusions and future work. Finally, the paper
closes with the limitations of this work in section
5.

2 Related Work

Bias detection systems are a recent development
in NLP, which has grown in recent years in part
due to research conducted with Wikipedia-based
corpora. One of the first approaches corresponds
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to (Recasens et al., 2013), who had the goal of
identifying the word that introduces subjective bias.
Their work was based on the study of Wikipedia
reviews, considering the edition history of different
articles (Max and Wisniewski, 2022; Zanzotto and
Pennacchiotti, 2010). Recasens et al. (2013) pro-
posed a classification of bias into two categories:
framing bias (such as words of praise or specific
perspectives) and epistemological bias (related to
presupposed or implied propositions). They col-
lected the NPOV Corpus for their study, which con-
tains Wikipedia edits especially aimed at suppress-
ing bias. To carry out the automatic identification
of bias, the authors collect a ‘bias lexicon’ from
the NPOV corpus. The presence or not of biased
words serves a characteristic in a logistic regres-
sion system, obtaining 34% of accuracy. Pryzant
et al. (2020) extended this corpus, and created the
Wiki Neutrality Corpus (WNC), by adding a third
type of bias: demographic bias, defined as text with
presuppositions about particular genders, races, or
other demographic categories (e.g. all engineers
are male). In the work, the authors proposed two
ways to neutralize the biased text: a modular ap-
proach, that divides the problem into two subtasks:
detection and edition; and a concurrent system com-
bining the two subtasks into a single step. In both
cases, the detection was carried out using a BERT-
based detector (Devlin et al., 2018), and a LSTM
decoder.

More recently Zhong (2021), identified that the
WNC corpus (Pryzant et al., 2020) has a series of
issues: first, there’s a lot of noise in the corpus,
some sentence pairs are not related to bias miti-
gation, they’re only style or grammar correction
editions, but they’re marked as biased. A second
problem occurs in the mechanism of mitigation.
Many times, it is necessary to make more than one
correction in the sentence to neutralize it, a fact that
was not initially contemplated. Therefore, the au-
thors proposed a new corpus to provide a solution
to these problems, the WikiBias corpus.

This resource has a fine labeling, indicating what
type of bias is in each example: framing, epistemo-
logical or demographic. In addition to Wikipedia-
based corpora, other resources have been created
in recent years that focus on other domains, espe-
cially news. The MBIC (A Media Bias Annotation
Dataset Including Annotator Characteristics) con-
sists of 1700 sentences belonging to (Spinde et al.,
2021) press news. The main feature of this cor-
pus is the detailed information about the annotators

of the corpus, so that this can help in bias detec-
tion. BABE (Bias Annotations By Experts) (Spinde
et al., 2022) is a news corpus that consists of 3,700
sentences, 1,700 from MBIC (SG1) and an 2,000
additional texts (SG2). The texts, containing con-
troversial topics, were extracted from 14 US news
platforms from January 2017 to June 2020. For
each sentence, the BABE corpus indicates the po-
litical posture, if the sentence is biased, and which
words introduce this bias. In the last years, as part
of a CLEF laboratory, the CheckThat! (Barrón-
Cedeño et al., 2024) lab has been proposed. Task 2
of this lab aims to determine whether a sentence is
subjective or not, and build their corpus, comprised
of news sentences in English and Italian about pol-
itics, COVID-19, civil rights, and economy. It is
worth noting that the annotators considered the quo-
tations to be objective since they are not written
by the author, as well as the emotions since they
cannot be refuted (Ruggeri et al., 2023).

Regarding the methods of detection, in recent
years, transformers have represented the state of the
art in this field of study. Spinde et al. (2022) com-
pares the performance of several models in the cor-
pus BABE, reaching a highest result of F1=0.804
with BERT + distant. Raza et al. (2022) obtained
an F1 of 0.75 with DistilBert. From the generative
perspective, a lot of research has been carried out in
order to detect and analyze LLM generated biased
content (Fan et al., 2024; Hada et al., 2023). Lin
proposes strategies to debias an LLM as well as to
better understand biased answers (Lin et al., 2024).

3 Experiments and results

We test the performance of different models for
bias detection. Our experiments include classic
ML models trained with linguistic features, fine-
tuned Transformers, and instruction-tuned LLMs.
We used the DBias Python package (Raza et al.,
2022), a Transformer based classifier, to generate a
baseline.

3.1 Datasets to compare

Wikibias constitutes the primary corpus and is di-
vided in three subsets: train, test, and validation
sets. This corpus addresses general topics by draw-
ing upon Wikipedia articles, as detailed in the sec-
tion 2. With this training and validation sets, the
models described below were developed, with the
exception of section 3.4. The distribution of the
classes of each of the sets used can be seen in the
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Table 1.
To test the various models, three datasets were

utilized: the Wikibias test set, the SG2 set from the
BABE corpus and dev_test from CheckThat!.

The SG2 set from BABE was selected for use in
this study due to the fact that the labels in this set
were peer-reviewed, in contrast to the MBIC set,
which was crowdsourced.

Furthermore, although both the SG2 set and the
CheckThat! are news-based, they have been anno-
tated under different agreements , which makes it
appropriate to evaluate the models of the present
study on both of them.

Corpus Bias No-Bias
WikiBias
train 1975 3051
validation 403 663
test 784 1314
SG2 973 864
CheckThat! 532 298

Table 1: Distribution of classes in each corpus

3.2 ML models with features
For this approach, we used the following training
characteristics: a) Sentence BERT (Reimers and
Gurevych, 2019) similarity, b) sentiment analysis,
based on the python package pysentimiento (Pérez
et al., 2023), and c) the number of adjectives, ad-
verbs and total words contained in the biased lexi-
cons reported or collected by Recasens (Recasens
et al., 2013).

Using these features, the following models were
trained: Logistic Regression , Support Vector Clas-
sification (SVC), Support Vector Regression and
Naive Bayes . Also we calculate the percentage of
sentences in each class and incorporate the class-
weight parameter into the models to address the
issue of imbalance classes.

We took the best performing model (SVC, the
rest of the models had an F1 value of 0.59 on av-
erage) and tested it with data from the other two
mentioned corpora (SG2, CheckThat!). Results are
shown in Table 5, in the SVC section.

The results show that the performance obtained
in WikiBias is maintained in CheckThat!, and even
improves when tested with SG2.

3.3 Transformers
We used DBias (Raza et al., 2022) to implement
the first experiments with Transformers. DBias is

a Python library that uses DistilBERT as a binary
classifier for bias detection. The results serve as a
baseline for our Transformer-based experiments.

In a second experiment. we implemented Dis-
tilRoberta as per standard Transformer usage. We
passed all the sentences of the WikiBias corpus
without any preprocessing through the pretrained
model in order to fine-tune.

In a third experiment, we modified the input.
Instead of one sentence, two sentences were given:
the first one being the sentence obtained in the
training corpus, the second one a masked version of
it. We verified which words in the original sentence
appear in Recasens’ biased lexicon (Recasens et al.,
2013). Those words were switched for the PBias
word. Based on this new input, another set of fine-
tuning and testing was carried out. Table 2 shows
the results of these three experiments applied to the
three corpora.

Model Acc Prec Rec F1
DBias
WikiBias 0.54 0.65 0.54 0.57
SG2 0.667 0.67 0.66 0.66
CheckThat! 0.57 0.57 0.57 0.56
DestilRoberta
WikiBias 0.72 0.63 0.61 0.62
SG2 0.69 0.75 0.59 0.66
CheckThat! 0.64 0.66 0.62 0.64
DestilRoberta sentence + mask
WikiBias 0.61 0.59 0.61 0.65
SG2 0.70 0.66 0.85 0.75
CheckThat! 0.63 0.60 0.89 0.71

Table 2: Different experiments with Transformers ap-
plied to the corpora WikiBias, SG2, CheckThat!.

Notice that although the DBias package reports
an F1 value of 0.75 on the MBIC (Raza et al., 2022),
it does not perform equally well when tested on
different corpus. The results are just slightly above
a random classifier.

Moreover, the masked sentence approach proved
to be the best methodology in this case. The use
of carefully masked sentences that indicate word
positions (and in a way word types) susceptible to
bias, helped the model perform efficiently in all of
the test scenarios. This can be seen in the increase
of the F1 value by almost a decimal point in certain
cases. Compared to the classic ML models the
pretrained approach surpasses SVC.

Upon analyzing the previously reported perfor-
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mance, a follow up round of experiments was car-
ried out. An examination of the instances in which
the models exhibited errors revealed that these
mainly corresponded to instances of epistemolog-
ical bias. Thus, we ran an experiment in which
these sentences were omitted. Additionally, the
weight of the classes was incorporated into the loss
function to address the imbalance of classes.

Inspired by this modification of training classes,
we fine-tuned DistilRoberta 3 more times: first
omitting epistemological bias during training, sec-
ond using only epistemological bias, third using
only framing bias. We decided to omit training
only with demographic bias due to a lack of data
for this final category. Table 3 describes the results
of the second round of experiments.

Acc Prec Rec F1
Only framing and demographic
WikiBias 0.70 0.67 0.69 0.68
SG2 0.63 0.64 0.63 0.63
CheckThat! 0.64 0.63 0.64 0.64
Only epistemological
WikiBias 0.68 0.53 0.56 0.51
SG2 0.62 0.62 0.62 0.62
CheckThat! 0.53 0.54 0.54 0.53
Only framing
WikiBias 0.70 0.68 0.70 0.69
SG2 0.65 0.66 0.65 0.65
CheckThat! 0.62 0.63 0.63 0.62

Table 3: Results of removal some biased sentences. The
best results for each corpus are marked in bold.

It is worth noting that the performance in the
WikiBias corpus improved following the elimina-
tion of sentences exhibiting epistemological biases.
This suggests that this type of bias is harder to
classify than the other two.

Other experiments were carried out, such as
an ensemble of the SVM with DestilRoberta, in
which the epistemological biases were also re-
moved. Scores are not reported since this hybrid
model did not improve previously shown results.

3.4 LLMs

Most of bias related research with LLMs focuses on
detecting when an LLM produces a biased answer,
nonetheless, for these experiments we focused on
having LLMs classify sentences in order to detect
bias on their own. State-of-the-art work shows that
a structured Clue and Reasoning approach (Sun

et al., 2023) has worked with widely used LLMs
such as GPT3, for classification tasks. Due to token
limits in newer models as well as a lack of compu-
tational resources this longer approach could not be
replicated. Instead simpler zero-shot, one-shot, and
few-shot learning variations were carried out for the
classifying problem. Two models were evaluated
using the WikiBias corpus. The selected models
are Google’s Gemma (Gemma Team, 2024) and
OpenAI’s GPT-4o (OpenAI, 2024).

For the zero-shot experiments a single instruc-
tion to determine if a sentence is biased was given,
no information regarding the nature of bias was
added. In the one-shot and few-shot cases the ex-
ample sentences used were extracted solely from
the WikiBias corpus. For the one-shot variation, the
extracted sentence was initially chosen at random,
but after a few experiments a framing bias sentence
proved best, more info regarding prompts can be
seen in Appendix A. For the few-shot variation one
of each class was presented. Gemma’s prompt had
to be modified with start and end of turn tokens,
where as for GPT the prompt was divided in three
roles: system, user, and assistant.

<start_of_turn> user I want you to analyze this
sentence {i}2. Based on the following biased sen-
tence I want you to determine if the previous sen-
tence is biased. Example sentence: In 1995 he nar-
rated the excellent TV miniseries Watergate. Think
and reason before responding. Answer with a 0 or
1. 0 if there is no bias. 1 if there is.<end_of_turn>.

For GPT we have the following:

System: "You detect bias in sentences.",

User: f"Determine if the following sentence is
biased or not. Answer only with 0 and 1. 0 if it
isn’t biased, 1 if it is. The sentence is {i}."

Assistant: "The following is an example of a
biased sentence: in 1995 he narrated the excellent
TV miniseries Watergate.".

Table 4 shows each model’s evaluation divided
by the type learning variations on WikiBias corpus
sentences, and Table 5 illustrates that the most op-
timal model is the DestilRoberta sentence + mask,
which employs the three types of biases.

2It was implemented using f-strings, hence the {, }.
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Acc Prec Rec F1
Gemma
Zero-Shot 0.5 0.52 0.52 0.5
One-Shot 0.64 0.63 0.62 0.62
Few-Shot 0.46 0.22 0.22 0.22
GPT4o
Zero-Shot 0.4 0.46 0.48 0.36
One-Shot 0.6 0.55 0.51 0.4
Few-Shot 0.38 0.4 0.41 0.34

Table 4: LLM for bias classification on WikiBias.

Acc Prec Rec F1
SVC
WikiBias 0.66 0.61 0.60 0.60
SG2 0.63 0.64 0.64 0.63
CheckThat! 0.59 0.59 0.59 0.59
DestilRoberta sentence + mask
WikiBias 0.61 0.59 0.61 0.65
SG2 0.70 0.66 0.85 0.75
CheckThat! 0.63 0.60 0.89 0.71
Gemma One-Shot
WikiBias 0.64 0.63 0.62 0.62
SG2 0.51 0.34 0.34 0.32
CheckThat! 0.51 0.5 0.5 0.49

Table 5: The best results of each approach. The most
favorable outcomes for each corpus are presented in
bold.

4 Conclusion

Despite bias detection still being a challenging task
in NLP, models trained on the WikiBias corpus are
capable of detecting bias in news corpora such as
SG2 and CheckThat!. These results indicate that
the WikiBias corpus is a good resource for general
bias detection, as it already contains more subtle
biases. This is probably due to the fact that the goal
of Wikipedia articles is to provide knowledge in an
unaltered form. This presents inherent differences
when compared to various media outlets that talk
from a particular perspective and not only report
hard facts. A fine grained analysis shows that epis-
temological bias is more challenging to identify, as
it is often introduced through the use of frequent
words such as "is," "many," and "so," which makes
it dependent on the context of the discourse.

Analyzing results from the one-shot instance
and the fine-tuned encoder models, we believe that
framing bias represents a more recognizable form
of bias for Transformer based methods. Both LLMs

and Encoders perform at their best when their fine-
tuning or instruction tuning is based on this type
of bias. This could be due to the lexical nature
of framing bias where adding one or two words
instigate said bias.

Finally, we observed that simple instruction-
tuned LLMs are not efficient for this task, barely
reaching scores obtained by Encoders or classic
ML models. Surprisingly few-shot learning was
the worst performing instance of an LLM imple-
mentation. We theorize that having examples from
various classes of bias, particularly without an ex-
planation of each class, hinders the model since a
lexical pattern of bias can’t be generalized. Another
factor might be the token related, adding two addi-
tional sentences might push the instruction prompt
beyond an adequate amount of tokens.

5 Limitations

Detecting bias in sentences is a challenging task in
Natural Language Processing (NLP). Biases can
exist at various linguistic levels and often lack
clear lexical representation. Among the three main
types of bias—epistemological, framing, and demo-
graphic—epistemological biases are particularly
difficult to detect and address, both for humans and
computational algorithms. This difficulty is also
evident in this study, as the different methods in-
troduced in the paper fail to identify these biases
effectively.

Because biased sentences can be hard for hu-
mans to distinguish, labeling also carries a de-
gree of subjectivity. Some corpora include socio-
demographic information about the annotators, pro-
viding additional information to the systems and
algorithms so they can learn from the provided
examples. However, this is not the case in our ex-
periments, making the task even more challenging
due to the inherent subjectivity.

Moreover, the task presents an additional layer
of difficulty. The algorithms and techniques used in
the experiments may already be biased. Transform-
ers like DistilRoBERTa, for example, are trained
on a large amount of biased data, which means that
biases are inherently embedded in these models.
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avoiding start of turn tokens. The following list
includes the prompts previously used for Gemma.
The brackets correspond to the f-string implemen-
tation.

1) Tell me if this is biased: {i}.

2) You detect bias in sentences. Is this sentence
biased? {i}.

3) Determine if the following sentence is biased:
{i}.

The following correspond to GPT prompts.

1) System: You detect bias. User: Determine if
the following sentence is biased: {i}. Assis-
tant: NONE.

2) System: You detect bias. User: The following
sentence might contain bias, determine if so.
Assistant: NONE.

3) System: You detect bias in sentences. User:
Determine if the following sentence is biased
or not. Assistant: A biased sentence contains
a non objective point of view of said sentence.

As can be seen in both lists, initial prompts
are very simple, sometimes even omitting that the
model is analyzing sentences, as well as start and
end of turn tokens or certain roles for GPT. The
most interesting type of prompts are those like the
second or third prompt for GPT. The second prompt
doesn’t tell the LLM that the sentence has bias, but
it suggests that that is the case. This particularly
triggered the LLM to produce mainly positive clas-
sifications. The third case contains an ambiguous
definition of bias, leading to very inconclusive rea-
soning.

Similarly behaviour prompts, such as adding in-
structions to answer with 0 and 1s depending on
each classification case, were added after various
iterations of experiments. Said values were added
in order to facilitate the classification reports.
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