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Abstract

Loneliness, a significant public health con-
cern, is closely connected to both physical and
mental well-being. Hence, detection and in-
tervention for individuals experiencing loneli-
ness are crucial. Identifying loneliness in text
is straightforward when it is explicitly stated
but challenging when it is implicit. Detect-
ing implicit loneliness requires a manually an-
notated dataset because whereas explicit lone-
liness can be detected using keywords, im-
plicit loneliness cannot be. However, there
are no freely available datasets with clear an-
notation guidelines for implicit loneliness. In
this study, we construct a freely accessible
Japanese loneliness dataset with annotation
guidelines grounded in the psychological defi-
nition of loneliness. This dataset covers lone-
liness intensity and the contributing factors of
loneliness. We train two models to classify
whether loneliness is expressed and the inten-
sity of loneliness. The model classifying lone-
liness versus non-loneliness achieves an F1-
score of 0.833, but the model for identifying
the intensity of loneliness has a low F1-score
of 0.400, which is likely due to label imbal-
ance and a shortage of a certain label in the
dataset. We validate performance in another
domain, specifically X (formerly Twitter), and
observe a decrease. In addition, we propose
improvement suggestions for domain adapta-
tion.

1 Introduction

Loneliness has become a major global concern, af-
fecting both mental and physical well-being. Pre-
vious research shows that loneliness constitutes
a significant risk factor for both coronary heart
disease and stroke (Valtorta et al., 2016). An-
other study shows that loneliness is a risk fac-
tor for morbidity and mortality (Luo et al., 2012).
It also increases health-risk behaviors (Shankar
et al., 2011). Hence, addressing the issue of lone-
liness is crucial.

The degree of negative impact varies depending
on the intensity of loneliness. Beutel et al. (2017)
indicate that the greater the intensity of loneliness,
the higher the proportion of individuals experienc-
ing depression and suicidal ideation. Furthermore,
it is noteworthy that over half of individuals expe-
riencing strong loneliness report depressive symp-
toms. Lee et al. (2019) demonstrate that people
who feel more loneliness have lower resilience,
optimism, and mental well-being. For these rea-
sons, classifying the intensity of loneliness is as
important for intervention as discovering individ-
uals experiencing loneliness.

Identifying loneliness and intervening for these
people are crucial. People who feel lonely tend
to have less contact with supportive family and
friends than those who do not, and they often
use social media more frequently (Lampraki et al.,
2022). Numerous previous studies have created
corpora using keyword-based approaches on so-
cial media (Andy et al., 2022; Kiritchenko et al.,
2020). These corpora only considered loneliness
when it was explicitly mentioned, using specific
keywords to label posts. This limits finding posts
where loneliness is stated implicitly rather than
explicitly, possibly leading to underreporting be-
cause users hesitate to share loneliness posts due
to social stigma around admitting loneliness. An
example of loneliness stated explicitly is “I feel
lonely and isolated at work,” where the explicit ex-
pressions “isolate” and “lonely” are included. In
contrast, an example of loneliness stated implic-
itly is “I am being ignored by various people at
school,” where there is no direct expression, but
loneliness can be inferred from “being ignored.”

Prior work has created a dataset that could also
encompass cases where loneliness was implicitly
expressed. A recent study collected text and psy-
chological characteristics (Nakai et al., 2023), but
this text is not publicly available. On the con-
trary, a publicly available dataset has been pub-
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lished (Jiang et al., 2022). However, their study
has two limitations: the annotation process relies
on subjectivity due to the absence of a clear defi-
nition of loneliness, and they did not differentiate
by intensity.

This study aims to provide a publicly avail-
able Japanese loneliness dataset with clear annota-
tion guidelines. We created annotation guidelines
based on the psychological definition of loneliness
and annotated a corpus that is publicly available.
Moreover, we labeled whether loneliness is ex-
pressed, its intensity in detecting people suffering
from severe loneliness, and the contributing fac-
tors.

To create the loneliness dataset, we used a
Japanese short episode corpus!, called LIFE
STORY. This corpus is composed of episodes re-
called from emotions collected through crowd-
sourcing. In line with previous work, creating
datasets using social media would become difficult
to utilize if API regulations change. Considering
that the LIFE STORY corpus is freely available, it
is advantageous for research from the perspective
of reproducibility and ease of use.

Our contributions are as follows:

 We built a Japanese loneliness dataset” by an-
notating an episode corpus, which is created
for the detection and analysis of loneliness
(Section 3);

* We constructed classifiers to determine
whether loneliness is expressed and to assess
the intensity of loneliness using our dataset
(Section 4);

* We indicated the feasibility of domain adap-
tation, employing posts from X (Section 5).

2 Related Work

2.1 Definition of Loneliness and Social Needs

Many definitions of loneliness have been pro-
posed (Taylor, 2020; Sullivan, 1953; Ma et al.,
2020). However, they all share three important
common points (Peplau and Perlman, 1982). First,
loneliness arises from inadequacies in an individ-
ual’s social connections. Second, loneliness is
subjective; it does not equate to objective social
isolation. It is possible for an individual to be

1https://sociocom.naist.jp/life—story—data/
2https://github.com/sociocom/
Japanese-Loneliness-Dataset
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alone without experiencing loneliness, and con-
versely, one can feel lonely even when surrounded
by a crowd. Third, loneliness is uncomfortable
and distressing. The differences among various
definitions of loneliness are due to the nature of
social deficiency. One approach emphasizes social
needs, and another approach emphasizes cogni-
tive processes. The social needs approach suggests
that individuals may experience loneliness without
explicitly identifying themselves as lonely or con-
sciously understanding the nature of their distress.
In contrast, the cognitive approach focuses on the
perceptions and self-reports of loneliness, paying
attention to those who recognize themselves as
lonely.

For interventions in loneliness, it is important to
identify not only those who recognize their loneli-
ness but also those who are emotionally distressed
without recognizing it as loneliness. Therefore,
when defining loneliness, we prioritize the so-
cial needs aspect. We introduced the definition
of loneliness presented by Hawkley and Cacioppo
(2010).

Social needs are conceptualized in various
ways (Deci and Ryan, 2008; Lindenberg, 1996;
Steverink et al., 2020). We have chosen the ap-
proach by Ormel et al. (1999), which is one of the
most representative, and is composed of Affection,
Behavioral Confirmation, and Status.

2.2 Loneliness Dataset

Research on constructing datasets related to im-
plicit loneliness is limited (Nakai et al., 2023;
Jiang et al., 2022). Nakai et al. (2023) tried to
predict psychological states including loneliness
from texts describing eating experiences collected
using crowdsourcing with 877 individuals. They
collected text data on meal experiences, satisfac-
tion levels with meals, and psychological charac-
teristics, then created a classifier using BERT. The
loneliness scores they gathered are not about how
lonely the texts express but about how lonely the
writers usually feel; thus, loneliness related to the
text is not assigned. Additionally, this dataset has
not been made publicly available, which motivates
this study to construct an openly available dataset.

Jiang et al. (2022) constructed a loneliness
dataset from posts on Reddit. To create a cor-
pus, they collected posts from two loneliness-
related subreddits (r/loneliness, r/lonely) and two
subreddits targeting young adults (r/youngadults,
r/college). For each post in the corpus, three anno-



tators determined whether it expressed loneliness.
Posts judged as expressing loneliness were further
annotated with duration, situation, interpersonal
relationships, and interactions. However, the crite-
ria for determining whether a post expresses lone-
liness are not clearly defined. In previous studies,
the definition of loneliness for dataset construction
has traditionally relied on the subjective judgment
of annotators. In contrast, we attempted annota-
tion based on a definition of loneliness that allows
for objective interpretation. We believe that this
initial attempt is crucial for detecting loneliness to
prevent serious conditions such as depression and
suicide.

3 A Japanese Dataset for Loneliness

3.1 Corpus

This study leverages a Japanese short episode
corpus, called LIFE STORY?, for constructing
the Japanese dataset. The LIFE STORY cor-
pus, which is freely available, has been continu-
ously collected since 2017, offering age, gender,
and open-ended Japanese episodes associated with
seven primary emotions: sadness, anxiety, anger,
disgust, trust, surprise, and joy.

We focused on sadness and anxiety as emo-
tions related to loneliness (Cacioppo et al., 2010;
Mullarkey et al., 2018; Meltzer et al., 2012). In
a preliminary study, we evaluated 50 episodes of
each emotion to determine if they expressed lone-
liness based on the criteria specified in the anno-
tation guidelines (details in Section 3.2.2). For
sad episodes, out of 50 episodes, one annotator
classified 12 episodes as expressing loneliness,
while the other annotator classified 16 episodes.
For anxious episodes, one annotator classified 1
episode as expressing loneliness, and the other an-
notator classified O episodes. Due to the very low
relationship observed between anxiety and loneli-
ness in this sample, we chose to annotate only sad
episodes when creating the corpus. We annotated
sad episodes extracted from the LIFE STORY cor-
pus. Examples translated from Japanese of such
episodes include: “I couldn’t purchase the de-
sired item at the auction” and “I had to decline my
friend’s invitations because I was short on money
during Golden Week.”

3https ://sociocom.naist.jp/life-story-data/

“I couldn't get my parents’ approval and they started ignoring me.”

[ 1. Are social needs lacking? F/\ Lack of ...

Love and Affection
. Social Recognition
Loneliness ~FALSE  TRUE

Self-esteem and Belonging
2. How intense is it? /\

Others
[ Intensity

WEAK STR()\G}

Figure 1: Overview of the annotation process. We an-
notated the episodes in the LIFE STORY corpus in the
order of loneliness or non-loneliness, and the inten-
sity of loneliness. We also classified unsatisfied social
needs as loneliness factors within the step of loneliness
or non-loneliness. This episode is labeled as TRUE due
to a lack of Love and Affection and Social Recognition,
and is labeled as weak in terms of the intensity of lone-
liness.

3.2 Label Definitions

3.2.1 Overview

We annotated the episodes in the LIFE STORY
corpus with the following two steps:

Step 1 Loneliness or Non-Loneliness: We first la-
beled episodes to determine whether they ex-
press loneliness or not. Loneliness episodes
were labeled as TRUE, while non-loneliness
episodes were labeled as FALSE. Addition-
ally, we also labeled unsatisfied social needs
as loneliness factors. Social needs include
Love and Affection, Social Recognition, and
Self-esteem and Belonging.

Step 2 Intensity of Loneliness: For loneliness
episodes, we further categorized the intensity
levels of such expressions. The intensity of
loneliness is either STRONG or WEAK.

Figure 1 illustrates the hierarchical labeling
structure. For example, consider the episode: ““/
couldn’t get my parents’ approval and they started
ignoring me.” This is labeled as TRUE for step 1
and WEAK for step 2 based on the criteria (details
in Sections 3.2.2 and 3.2.3). Loneliness factors are
labeled as unsatisfied social needs for Love and Af-
fection and Social Recognition.

3.2.2 Loneliness or Non-Loneliness

This section details the annotation scheme used to
identify loneliness episodes and categorize their
loneliness factors. We adopted the definition of
loneliness proposed by Hawkley and Cacioppo
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(2010): Loneliness is defined as a distressing feel-
ing that accompanies the perception that one’s so-
cial needs are not being met by the quantity or es-
pecially the quality of one’s social relationships.

Based on the definition, episodes in which any
one of the social needs is not satisfied are judged
to express loneliness. In other words, a single un-
satisfied social need can lead to the judgment of
loneliness. In psychology, it has been proposed
that social needs are composed of Affection, Be-
havioral Confirmation, and Status (Ormel et al.,
1999). For the purpose of this study, we have
slightly adjusted these categories to better relate
to loneliness and have classified them into three
categories: Love and Affection, Social Recogni-
tion, and Self-esteem and Belonging. Status can
be considered as a factor contributing to loneli-
ness. However, when looking at the definitions,
we can see that the definition of Status is actually
derived from our definition of social needs rather
than directly causing loneliness itself. Therefore,
in this study we consider that the source of loneli-
ness from Status arises from a lack of Self-esteem
and Belonging, and Social Recognition. Below is
a description of the social needs employed in this
study:

Love and Affection This involves receiving af-
fection from people one cares about (e.g.,
family, friends). It is derived from Affection
(one of the social needs proposed by Ormel
et al. (1999)), with the addition of “love” to
enhance understanding. An example of a lack
of Love and Affection is as follows: “I had a
disagreement with my parents and lost touch
with them.”

Social Recognition This involves receiving ex-
ternal validation and acceptance through
one’s behavior in a social environment. It is
derived from Behavioral Confirmation (one
of the social needs proposed by Ormel et al.
(1999)), which is the sense of approval by
others. It depends on external evaluations.
An example of a lack of Social Recognition
is as follows: “Many of my friends at school
are fashionable, but I don’t have the money
to buy a variety of clothes, so I can’t be fash-
ionable and join in the conversation.”

Self-esteem and Belonging This involves the in-
ternal sense of being accepted and valued
within a group or society. It is also rooted

from Behavioral Confirmation. It depends on
internal evaluations. An example of a lack of
Self-esteem and Belonging is as follows: “I
feel out of place because I am the only one
without a Ph.D.”

Furthermore, we introduced an Others label to
address situations where none of the specified un-
satisfied social needs were identified, yet loneli-
ness was perceived. The example is “It’s sad fo
spend every day feeling lonely and in a depressed
state.” If an episode does not lack any of the social
needs, we assigned only a FALSE label for loneli-
ness.

To ensure consistent labeling within the dataset,
we added two criteria for episodes labeled as
FALSE. First, episodes where loneliness arises
from an external source rather than the writer
themselves are classified as FALSE. The example
is “My wife said she doesn’t fit in at work and feels
lonely.” Second, episodes lacking explicit vocabu-
lary related to social connection are also labeled as
FALSE. On this criterion, the example of TRUE is
“I have a disagreement with my parents and have
lost touch with them” because it involves both ex-
plicit social connection vocabulary (“parent” and
“lost touch with”) and expresses loneliness. In
contrast, the example of FALSE is “I had a dream
about a sad event from the past, and the sadness
came back to me when I remembered it”.

3.2.3 Intensity of Loneliness

We also assigned the intensity of loneliness to
episodes classified as TRUE, distinguishing be-
tween two levels: STRONG and WEAK. STRONG
denotes situations in which loneliness markedly
disrupts daily life or is explicitly accompanied
by the expression of negative emotions. In con-
trast, all episodes that are not labeled STRONG are
labeled WEAK. STRONG episodes include sen-
tences such as “I can’t work since my parents
passed away” and “I can’t sleep at night be-
cause my beloved dog died.” Conversely, WEAK
episodes include sentences such as “My family is
busy with work and I'm lonely” and “I was sad
when I had to transfer schools and say goodbye to
my friends.”

3.3 Dataset Construction

Two annotators independently labeled the data.
We preprocessed the sad episodes excerpted from
the LIFE STORY corpus (May and August 2023
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surveys) by removing noises (# and * symbols,
which are used in preprocessing the LIFE STORY
corpus) and excluding texts shorter than or equal
to 10 characters. We also converted text to low-
ercase, normalized Unicode using NFKC, and re-
placed numbers with 0. The magnitude of num-
bers can be important for understanding loneli-
ness; however, NLP models often struggle to han-
dle these numbers effectively. Therefore, numbers
were not used as a feature in this model.

Each annotator labeled a total of 600 episodes
including 200 common episodes for inter-
annotator agreement calculation. In cases
where annotators encountered difficulty determin-
ing loneliness or non-loneliness, they labeled it as
TRUE to prioritize recall. Moreover, when faced
with uncertainty regarding the intensity, annota-
tors assigned a label of WEAK to prioritize the pre-
cision of STRONG.

Our dataset contains 800 annotated episodes,
along with an additional 200 common episodes
for inter-annotator agreement calculation. We ran-
domly sampled 100 episodes each from these 200,
ensuring an equal proportion of labels from both
annotators. These were combined with the re-
maining 800 episodes for a total of 1,000 episodes.
The breakdown of labels is as follows: there are
350 episodes labeled as TRUE and 650 episodes
labeled as FALSE. Among those labeled as TRUE,
25 are classified as STRONG and 325 as WEAK. In
the original Japanese dataset, the average length of
the texts was 28.6 characters, with a standard de-
viation of 25.3 characters and a median of 21.0
characters.

3.4 Inter-Annotator Agreement

To calculate the agreement between annotators,
we used the agreement rate and Cohen’s x coef-
ficient (Cohen, 1960). The agreement rates for
the labels are notably high, with 0.935 (187 out of
200) for determining loneliness or non-loneliness,
0.905 for social needs (181 out of 200), 0.984
(62 out of 63) for intensity among episodes de-
termined as TRUE by the two annotators, and
0.905 (181 out of 200) encompassing all labels
(loneliness or non-loneliness, social needs, inten-
sity). Moreover, Cohen’s x coefficient also indi-
cates substantial agreement, measuring at 0.857
for loneliness or non-loneliness and 0.849 for in-
tensity among episodes determined as TRUE by
the two annotators. This suggests that we have
constructed a consistent dataset and that our def-

inition is clear enough to understand, enabling re-
searchers to easily expand the dataset.

We conducted a qualitative analysis to under-
stand the limitations of the guidelines. Examples
translated from Japanese where the annotations do
not match are shown in Table 1. Note that orig-
inal examples and their transliterations are listed
in Appendix A. Examples (1)-(5) do not match in
terms of loneliness. The social needs shown in
the table are labeled by an annotator who classi-
fied them as TRUE. The cause of the disagreement
in annotations would arise from differences in the
emotions held by annotators when they encounter
the same situation as the episode. For example,
in example (3), the difference arises depending on
whether annotators believe they are socially ac-
cepted when they cannot communicate. Similarly,
in example (5), the difference arises depending on
whether annotators lack self-esteem or a sense of
belonging when their thoughts are not understood.

4 Experiments

4.1 Settings

To wvalidate the applicability of our dataset,
we created two classification models:  Mjopery,
which classifies loneliness or non-loneliness, and
Mnten, which assesses the intensity of loneliness.
To train the models, we split the data into 70%
for training, 15% for validation, and 15% for test-
ing while maintaining class balance. We used the
Japanese pre-trained BERT model*. We inserted
an affine layer into the final layer of the pre-trained
BERT model for classification. We set the learn-
ing rate of the pre-trained layers to 5.0 x 1075, and
the learning rate of the final layer to 1.0 x 1074,
We used the Adam optimizer with 20 epochs. For
early stopping criteria, if the maximum validation
accuracy of Mj,pery and the maximum F1 score
of Mipten, did not change continuously for three
epochs, the learning process was finished.

4.2 Results

Table 2 shows the evaluation results of the models.
Mionery achieves an accuracy of 0.880 and an F1-
score of 0.833. M;nten achieved an accuracy of
0.943 whereas exhibits a low F1-score of 0.400.
This discrepancy will be due to the scarcity of
STRONG labels and the imbalance of labels in the
dataset. Specifically, there are only 25 episodes

4https://huggingface.co/tohoku—nlp/
bert-base-japanese-whole-word-masking
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Episode

Social needs

(1) A friend I have known for a long time has become too weak to go out after under-

going a coronary artery bypass surgery.

(2) They make it sound as if I am spreading things that I am not saying..
(3) It’s sad to think that I cannot communicate due to the language barrier.
(4) TI'm troubled that I'm not being understood even doing the right thing and fail at

what I want to do.
(5) It’s sad that I'm not being appreciated enough.

Love & Affection
Social Recognition
Social Recognition

Self-esteem & Belonging

Self-esteem & Belonging

Table 1: Examples translated from Japanese of annotation disagreement. The social needs are labeled by an
annotator who categorized them as TRUE. Discrepancies in annotations stem from variations in the emotions
experienced by annotators when confronted with the same scenario as the episode.

Acc F1 Prec Rec
Mionery 0.880 0.833 0.804 0.865
Minten 0943 0.400 1.00 0.250

Table 2: Evaluation metrics. Mjgy,e1, achieves a high
accuracy and Fl-score. M;,ten achieved a high accu-
racy whereas exhibits a low F1-score.

labeled as STRONG. This shortage results in a de-
flated F1-score, despite achieving a precision of
1.0 for the STRONG class.

4.3 Discussion

We conducted an error analysis on the test data.
Table 3 shows examples translated from Japanese
of episodes, ground truth labels, and predicted la-
bels by Mjonery. Note that original examples and
their transliterations are seen in in Appendix A.
Examples (6)-(10) represent correct predictions by
Mionery, whereas examples (11)-(15) represent in-
correct ones. Mgy accurately classified the
loneliness experienced when the relationship with
the person who you loved drifts away, as exempli-
fied in (6), as well as the loneliness resulting from
the loss of family members or pets, as depicted in
(7) and (8). However, M1, tended to misclas-
sify instances where Social Recognition or Self-
esteem and Belonging were unsatisfied, as seen
in (11) and (12). When annotators label episodes
involving Social Recognition and Self-esteem and
Belonging, there is often inconsistency, which is
considered difficult for My, to predict. Fur-
thermore, Mjoper, Occasionally misclassified the
episode where someone else, not the author them-
selves, felt lonely as TRUE, as observed in (13).
Moreover, there were several episodes, such as
(14) and (15), where FALSE was the ground truth
label but could potentially be labeled as TRUE by
annotators. Episodes like these are challenging to

label even manually and are also difficult for ma-
chine learning models to predict.

Table 4 shows examples translated from
Japanese of episodes, ground truth labels, and pre-
dicted labels by Mjnten. Note that original ex-
amples and their transliterations are seen in Ap-
pendix A. Examples (16)-(20) represent correct
predictions by M;pten, Whereas examples (21)-
(23) represent incorrect ones. Mj,e, correctly
classified the episode with a strong negative ex-
pression indicating a loss of trust in people as
STRONG, as exemplified in (16), which is only
episode classified as STRONG. M;yen also cor-
rectly classified the episode mentioning only the
death of a relative or a pet as WEAK in (17)
and (18). In addition, M;n¢en correctly classified
episodes where there were no strong negative ex-
pressions and no interference with daily life as
WEAK in (19) and (20). In contrast, M;,ten did
not correctly classify some episodes with interfer-
ence in daily life or strong negative expressions
as STRONG, as seen in (21), (22), and (23). An-
notators classify these episodes as STRONG using
these words as clues, such as “sad every day” in
(22) and “really sad” in (23), following the guide-
lines. Mjnten, does not predict them as STRONG
and is not learning in accordance with the guide-
lines. There are only 17 episodes of the label
STRONG in the training data, which is insufficient
for achieving consistent classification for M;,en, -

5 Prediction of Social Media Posts

To assess the feasibility of domain application, we
evaluated the created models using X data.

5.1 Social Media Posts

We collected posts from Japan from July 1 to
31, 2022 by using the X (formerly Twitter) API°.

Shttps://developer.x.com/en/docs/twitter-api
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Episode Gold Pred
(6) It’s sad that my daughter, who used to spend most of her holidays with her parents, has recently T T
prioritized her boyfriend and go out more often.
@) My father died of cancer. T T
®) The loss of a beloved pet. T T
©) I’m sad because I lost the key to my motorcycle. F F
(10)  The team I support couldn’t win the championship. F F
(11)  Ididn’t pass the part-time job interview. T F
(12) I was sad because my boss did not appreciate my work. T F
(13) My daughter might be getting divorced. F T
(14) I experienced power harassment in workplace from a senior colleague in the same department this F T
spring.
(15) My thought is not understood. F T

Table 3: Examples translated from Japanese of episodes, ground truth labels, and predicted labels by Mjopeiy.
Examples (6)-(10) represent correct predictions by Mj,peiy, Whereas examples (11)-(15) represent incorrect ones.

T and F mean TRUE and FALSE, respectively.

Episode

Gold Pred

(16) I am a self employed business person. A contractor I have been working well with for 5 years S S
defaulted on 1.25m yen in debt and did a moonlight flit. The lawyer I consulted told me to give up.

I lost faith in humanity.
(17) My parent passed away.
(18) My pet has passed away.

(19) I was not allowed to attend the dinner party with my husband and children.
(20)  The intimidation from the colleague and what I want to convey do not come across.

(21) I am as saddened as my wife is by the passing of her mother. I will never forget the hospitality she

v £
gl£2=<

extended to me the first time we stayed at her parents’ house, though I believe she lived out her
natural life at the age of 95. I feel like I lost my parent too.

(22) I was harassed by the former company’s president and felt sad every day. S
(23) I was really sad when my wife secretly borrowed money and ran away because she couldn’t pay it

back.

£=

Table 4: Examples translated from Japanese of episodes, ground truth labels, and predicted labels by M;,ten.-
Examples (16)-(20) represent correct predictions by M;,,..n, Whereas examples (21)-(23) represent incorrect ones.

S and W mean STRONG and WEAK, respectively.

Episode Gold Pred
(24) I can’t meet the person I want to T T
see due to various obstacles.
(25)  Jealous...death. F T
(26)  Good night. F T

Table 5: Examples translated from Japanese of posts
predicted as TRUE by Mjopeiy, along with their ground
truth labels. T means TRUE, F means FALSE.

We preprocessed the collected posts by removing
emojis, URLs, mentions, RT, tweets from users
with ‘bot’ in their username, and duplicate posts,
in addition to the preprocessing steps performed
on the LIFE STORY corpus. The number of posts
after preprocessing is 750,240. To align with the
sad category of the annotated LIFE STORY cor-
pus used to fine-tune our BERT models (M;gpery
and Mjnten), we conducted emotion analysis on
X posts by creating a new model using the LIFE

STORY corpus with Naive Bayes (Multinomi-
aINB © from scikit-learn) to extract posts express-
ing sadness. Through this process, we can bet-
ter ensure that the sadness posts extracted from X,
used as input, will be of the same nature as the
data used for fine-tuning our models. We used the
emotion categories of the corpus as ground truth
labels and calculated the probabilities for classifi-
cation into each emotion category. Note that for
the preliminary experiment, we also constructed
BERT trained on LIFE STORY corpus for emo-
tion analysis. However, since the performance
did not differ significantly from Naive Bayes, we
used Naive Bayes due to its high interpretability.
Subsequently, we extracted the posts classified as
sad, which is 57,648 posts, and inputted them into
Mionety. We fed the posts classified as TRUE by
Mionety into Mipten. Finally, 6,902 and 496 posts

6https: //scikit-learn.org/stable/modules/
generated/sklearn.naive_bayes.MultinomialNB.html
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Episode

Gold Pred

(27) Please let me take a break from Twitter for a while. This morning, my mother passed away. Over S S
the past two years, she was bedridden in a facility, going in and out of the hospital, and back to the
facility repeatedly. I knew this moment would inevitably come, but it’s still extremely painful. It
was so hard not being able to see her for two years due to the pandemic.

(28) I woke up and now I can’t sleep. Prime Minister Suga’s comment that former Prime Minister Abe w S
was lonely resonates deeply in my heart, and it’s too painful. I wonder if Mrs. Akie Abe is also
lonely and spending sleepless nights. I'm worried about her.

Table 6: Examples translated from Japanese of posts predicted as STRONG by M, ten, along with their ground

truth labels. S means STRONG, W means WEAK.

were classified as TRUE and STRONG, respec-
tively.

5.2 Results and Discussion

To evaluate the performance of the two models
(Mionery and Mipien), we randomly sampled and
manually annotated 300 posts: 150 posts classified
as TRUE and 150 posts classified as STRONG. We
calculated precision from these annotated posts.
The reason for using precision as the evaluation
metric instead of F1-score or accuracy is due to the
inability to annotate on a large scale. To use F1-
score or accuracy, posts need to be annotated be-
fore prediction. Due to the extremely low number
of posts classified as TRUE and STRONG within
the data from X, a large number of annotations are
necessary to properly evaluate it. Therefore, this
time annotations were made after predictions, on
posts labeled by the model as TRUE and STRONG
to calculate precision. Calculating accuracy and
F1-score is planned for future work. The resulting
precision for Mjope1, was 0.113, and for M;yen
it was 0.02, which is significantly lower compared
to its performance on the LIFE STORY corpus.
From those results, we can conclude that these
models lacked the ability for domain adaptation
for X posts. These inferior results can be attributed
to the significant differences in syntax, vocabulary,
and word usage between social media texts and the
LIFE STORY episodes.

Table 5 lists examples translated from Japanese
of posts predicted as TRUE by M,y,ciy, along with
their ground truth labels. Note that original ex-
amples and their transliterations are listed in Ap-
pendix A. As seen in (24), Mo, can detect lone-
liness when someone wants to meet but cannot.
However, M4y, often mistakenly predicts TRUE
when influenced by expressions related to “death”
because those words frequently occur in loneliness
episodes in our dataset, as seen in (25). Many of
the posts predicted as TRUE included greetings,

as seen in (26). As LIFE STORY corpus does not
contain greetings, it appears that the model can-
not predict accurately when the text contains only
greetings.

Table 6 shows examples translated from
Japanese of posts predicted as STRONG by
Mnten, along with their ground truth labels. Note
that original examples and their transliterations are
listed in Appendix A. As shown in (27), Minten
correctly classified the posts expressing hardship
over the loss of a mother with strong negative ex-
pressions as STRONG. Similar to the evaluation
on the dataset, consistency in Mj, e, Was not ob-
served.

6 Limitations

Based on the definition of loneliness, we classified
whether the text expressed loneliness, but the emo-
tions perceived by the readers and the writers may
be different (Kajiwara et al., 2021; Ramos et al.,
2022). Accordingly, we plan to collect texts and
loneliness scores of their writers through crowd-
sourcing. In terms of completeness, we anno-
tated episodes evoked by sadness; hence, loneli-
ness that occurs alongside other emotions or lone-
liness that occurs independently of other emotions
may not be captured. In addition, the loneliness
dataset we created lacks a sufficient number of
STRONG labels for learning. We plan to expand
our dataset to secure an ample number of STRONG
labels, thereby addressing the low recall issue in
the model for classification of intensity. Regard-
ing the guidelines, the disagreement among anno-
tators often arises from the fact that different peo-
ple perceive the same situation differently. This is
evident in texts involving Social Recognition and
Self-esteem and Belonging.

We created a BERT-based classifier, but us-
ing other models may result in higher perfor-
mance. Considering the rapid development in re-
cent years, it is also necessary to consider us-

287



ing generative models represented by GPT-4. The
performance of our models decreased when pre-
dicting on X data, which is distinct from our
dataset. Research has shown significant differ-
ences in syntax, vocabulary, and word usage be-
tween normal conversations and social media text,
such as that found on X (Bryden et al., 2013).
Social media platforms often feature unique lan-
guage patterns influenced by their community
structures. For example, X users may adopt spe-
cific terminologies, abbreviations, and stylistic
choices that reflect the norms and culture of the
online community they engage with. Therefore,
our current model is not appropriate for predicting
loneliness and its intensity in social media texts,
and it is quite challenging to achieve good perfor-
mance with such inconsistent data. To address this
problem, Arefyev et al. (2021) proposed a tech-
nique for more efficient domain and task adapta-
tion of pre-trained masked language models such
as BERT before fine-tuning them on a specific
task. This technique forces the model to predict
words that are highly indicative of the target task
classes (e.g., sentiment words for sentiment anal-
ysis), allowing it to learn better task-relevant rep-
resentations during adaptation. We will use this
method for domain adaptation in future work.

7 Conclusion

We present a freely available Japanese loneliness
dataset’, which is created by annotating a short
episode corpus, with clear guidelines. Our anno-
tation guidelines are based on the psychological
definition of loneliness. Using this guideline for
annotation, the results showed a Cohen’s  coeffi-
cient of 0.857 for loneliness or non-loneliness and
0.849 for intensity among episodes determined
as loneliness by two annotators, indicating con-
sistency. We also construct classifiers to iden-
tify whether loneliness is expressed and to as-
sess the intensity of loneliness using our dataset.
The model classifying loneliness or non-loneliness
achieved an Fl-score of 0.833. However, the
model identifying loneliness intensity had a low
F1-score of 0.400, which is likely due to insuffi-
cient learning of a specific label and the imbalance
of labels in the dataset. In addition, these models
show low performance in a domain distinct from
the texts used for training.

7https://github.com/sociocom/
Japanese-Loneliness-Dataset

In the future, we plan to expand our dataset to
alleviate data imbalance and address the shortage
of a specific label, as well as to improve domain
adaptation for social media. We also plan to create
a classification model for social needs to identify
factors contributing to loneliness, which will pro-
vide valuable insights for detection and interven-
tion methods.
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A Appendix

Episode

Social needs

ey

@

3

“

&)

RO EEVDH- T, PR LTWRRAD, FEIRERFMCL - T, 5o
TLEoTHIAT bR IRoT,

Nagaraku tsukiai ga atte, nakayoku shiteita y@ijin ga, kanddmyakushujutsu ni yotte,
yowatte shimatte dekake rarenaku natta.

A friend I have known for a long time has become too weak to go out after undergoing
a coronary artery bypass surgery.

BABFVIE L TWRNWI 2B b B E-oTVWD LN TND I L,
Watashi ga iifurashite inai koto wo atakamo watashi ga itteiru yoni sareteirukoto.

They make it sound as if I am spreading things that I am not saying.
SEPECRVWAREES EL W,

Kotoba ga tfijinai na to omou to kanashii.

It’s sad to think that I cannot communicate due to the language barrier.

ELWZeZ LTHHEBINTORWI DD, AL LindihAdias
7R A

Tadashii koto wo shite mo rikaisa reteinaikoto ga ari, nantoka shitai ga nantomo naranai
nayami.

I’m troubled that I’'m not being understood even when I’m doing the right thing. I want
to do something about it but I can’t.

HoEHHOFiEAHE D R R TERLL,

Jibunjishin no hydka ga amari yokuna kute kanashii.

It’s sad that I’'m not being appreciated enough.

Love & Affection

Social Recognition

Social Recognition

Self-esteem & Belonging

Self-esteem & Belonging

Table 7: Original examples of annotation disagreement and their transliterations. The social needs are labeled by
an annotator who categorized them as TRUE. Discrepancies in annotations stem from variations in the emotions
experienced by annotators when confronted with the same scenario as the episode. Note that The original text in
example (2) has been corrected due to a typographical error (the particle * 23” was duplicated).
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Episode Gold Pred

6) INETHCRHZBITZENEo B, B3 WREELET 2 X512k, slias T T
WRIzZeELW,
Koremade oya to ky(jitsu wo sugosu koto ga Okatta musume ga, saikin wa kareshi wo ylisensuru
yO ni nari, gaishutsu ga fueta koto ga kanashii.
It’s sad that my daughter, who used to spend most of her holidays with her parents, has recently
prioritized her boyfriend and go out more often.

@) RPPATEL RolzZl T T
Chichi ga gan de nakunatta koto.
My father died of cancer.

8) TFIENRoTWIRY MPITELRozZ T T

Kawaigatte ita petto ga nakunatta koto.
The loss of a beloved pet.

© NAZ7DEEZILTLE->TELL F F
Baiku no kagi wo nakushite shimatte kanashii.
I’m sad because I lost the key to my motorcycle.

(10) IELTWEF— LB TERDP ol F F
Oenshite iru timu ga ytishd dekinakatta koto.
The team I support couldn’t win the championship.

(11) = FOHFEIZDP SR 57z, T F
Pato no mensetsu ni ukara nakatta.
I didn’t pass the part-time job interview.

(12) W THEFEORRYD ErlicHB I TR Lo, T F
Shokuba de shigoto no seikabutsu ga joshi ni rikaisare zu kanashi katta.
I was sad because my boss did not appreciate my work.

(13)  EHEHE S 20 HN R 2o T, F T
Musume ga rikonsuru kamo shirenaku natta.
My daughter might be getting divorced.

(14)  ZHEE, WHT, FACHOLEHED, S UNT 2RIz, F T
Kotoshi haru, shokuba de, onaji bu no sempai kara pawahara wo uketa.
I experienced power harassment in workplace from a senior colleague in the same department this
spring.

(15) Bz ghoThH AR F T
Omoi wo wakatte moraenai.
My thought is not understood.

Table 8: Original examples of episodes, their transliterations, ground truth labels, and predicted labels by Mj,peiy.
Examples (6)-(10) represent correct predictions by Mj,peiy, Whereas examples (11)-(15) represent incorrect ones.
T means TRUE, F means FALSE.
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Episode Gold Pred

(16) MFELEE(EZLTED SESHVONEEVTHRSAFEEZHE - TREEZAWC IS S S
BARBEINE Lz, ZOEFIRIF L TUEOIFELITHE L 72 o 0572 e B o T
DETBRVEETDNE Lz, REZABMIITHRD 5,

Shigoto j0 jieigyd wo shite ori 5 nen gurai no tsukiai de nakayoku shigoto wo moratte ita gydsha san
ni 125 manen fundaosare mashita. Sono gydsha wa yonigeshite shimai bengoshi ni sddan shitara
benkyddai da to omotte akirameta hd ga ii to iware mashita. Hontd ni ningenfushin ni narimasu.

I am a self employed business person. A contractor I have been working well with for 5 years
defaulted on 1.25m yen in debt and did a moonlight flit. The lawyer I consulted told me to give up.
I lost faith in humanity.

(17) BPCL Kok TY w w
Oya ga nakunatta koto desu.

My parent passed away.

(18) Ry FMWLATLE -7, W W
Petto ga shinde shimatta.
My pet has passed away.

(19 REFHOBAFRIBMIETH SRR H w w

Otto to kodomo no oshokujikai ni sankasasete moraenakatta koto.
I was not allowed to attend the dinner party with my husband and children.
(20) WSHBOFRED S OGP IEA T WEIMED LRV H w W
Shokuba no doryd kara no dokatsu ya tsutaetai koto ga tsutawaranai koto.
The intimidation from the colleague and what I want to convey do not come across.

21) ZOBEMNTL BRo TEMARICELAIZEN TV S, HIDTEDEFRITHE 572 FTIT KL S W
HTHRLEL TRV Z e, 95K TREELLD LIz A5, T TR
WWIEBUIEZR o T L E o7,
Tsuma no hahaoya ga nakunatte tsuma doyd ni kanashimi ni kureteiru. Hajimete tsuma no jikka
ni tomatta toki ni yoku motenashi wo shite itadaita koto ga wasurerarenai. 95 sai de tenju wo
mattoushita to omouga. Kore de watashi ni wa oya wa inakunatte shimatta.
I am as saddened as my wife is by the passing of her mother. I will never forget the hospitality she
extended to me the first time we stayed at her parents’ house, though I believe she lived out her
natural life at the age of 95. I feel like I lost my parent too.
(22) HIORMHOHRNSATNG %, RITHEHELD o7, S W
Mae no kaisha no shachd kara pawahara wo, ukete mainichi kanashi katta.
I was harassed by the former company’s president and felt sad every day.
(23)  EHPRCHRETHEEZ L. AR R B0 TR L EREASICE L2 o 7, S w
Tsuma ga watashi ni naisho de shakkin wo shi, shiharaenaku natte iedeshita toki wa hontd ni kanashi
katta.
I was really sad when my wife secretly borrowed money and ran away because she couldn’t pay it
back.

Table 9: Original examples of episodes, their transliterations, ground truth labels, and predicted labels by M, er,.
Examples (16)-(20) represent correct predictions by M;,,;..,, Whereas examples (21)-(23) represent incorrect ones.
S means STRONG, W means WEAK.

Episode Gold Pred

24) RVTEVARRAR Voo WAWARREEDDH 5T T T
Aitai hito ni aenai... Iroiro shoheki ga atte.
I can’t meet the person I want to see due to various obstacles.

(25) RFELWV..HLE, F T
Urayamasbhii...shibd.
Jealous...death.

(26) BRITALZIWVEL, F T
Oyasuminasai mashi.
Good night.

Table 10: Original examples of posts and their transliterations predicted as TRUE by M1y, along with their
ground truth labels. T means TRUE, F means FALSE.
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Episode Gold Pred

Q27)  Twitter LIS KREFRTRE W, S8, BIL AWML E L, T2 2FMMRTELZE S S
D CIRBEAGRRE, HEE & AIE S D IR LT Z ORI TR 2 L I3B - THIBIEX L TR L,
DRDFNTT, anFMT2HEIRABSFETETLL,

Twitter shibaraku yasumasete kudasai. Kesa, ofukuro ga takaishi mashita. Koko 2 nenkan shisetsu
de netakiri de bydin ny(taiin, shisetsu to nankai mo kurikaeshi de kono toki wa kanarazu wa kuru
to wa omotte kakugo wa shiteta kedo, kanari tsurai desu. Koronaka de 2 nen mo aenaku tsura sugi
deshita.

Please let me take a break from Twitter for a while. This morning, my mother passed away. Over
the past two years, she was bedridden in a facility, going in and out of the hospital, and back to the
facility repeatedly. I knew this moment would inevitably come, but it’s still extremely painful. It
was so hard not being able to see her for two years due to the pandemic.

(28) HAEDHT, Bk hoTLE ok, KESABHLA DL ot WSEIADARX Y W S
2 BN TOHTEET, MERADBRLIT, BEoBWVWHLZELN TS DR
55 h DELTT,

Me ga samete, nerenaku natte shimatta. Abe san wa samishigariya datta to iu Suga san no komento
ga, mune ni hibiite turasugi masu. Akie fujin mo samishikute, nerarenai hibi wo okurarete iruno
dardka. Shimpai desu.

I woke up and now I can’t sleep. Prime Minister Suga’s comment that former Prime Minister Abe
was lonely resonates deeply in my heart, and it’s too painful. I wonder if Mrs. Akie Abe is also
lonely and spending sleepless nights. I'm worried about her.

Table 11: Original examples of posts and their transliterations predicted as STRONG by M, ten, along with their
ground truth labels. S means STRONG, W means WEAK.
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