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Abstract

This study proposes a novel methodology for
enhanced financial sentiment analysis and trad-
ing strategy development using large language
models (LLMs) such as OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa. Utilizing a dataset
of 965,375 U.S. financial news articles from
2010 to 2023, our research demonstrates that
the GPT-3-based OPT model significantly out-
performs other models, achieving a prediction
accuracy of 74.4% for stock market returns.
Our findings reveal that the advanced capabil-
ities of LLMs, particularly OPT, surpass tra-
ditional sentiment analysis methods, such as
the Loughran-McDonald dictionary model, in
predicting and explaining stock returns. For in-
stance, a self-financing strategy based on OPT
scores achieves a Sharpe ratio of 3.05 over our
sample period, compared to a Sharpe ratio of
1.23 for the strategy based on the dictionary
model. This study highlights the superior per-
formance of LLMs in financial sentiment anal-
ysis, encouraging further research into integrat-
ing artificial intelligence and LLMs in financial
markets.

1 Introduction

The integration of text mining into financial analy-
sis represents a significant shift in how researchers
approach market predictions. Utilizing a diverse
array of text data—from financial news to social
media posts—this new wave of research aims to
extract insights that traditional data sources might
overlook (Loughran and Mcdonald, 2011; Malo
et al., 2014; Loughran and McDonald, 2022). De-
spite the complexity and the lack of structured in-
formation within text data, advancements in LLMs
such as BERT (Devlin et al., 2019), OPT (Zhang
et al., 2022), LLAMA 3 (Touvron et al., 2023) and
RoBERTa (Liu et al., 2019), have opened new av-
enues for in-depth analysis and understanding of
financial markets. These models have shown a no-
table ability to outperform traditional sentiment
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analysis methods, demonstrating the untapped po-
tential of text data in predicting market trends and
stock returns (Jegadeesh and Wu, 2013; Baker et al.,
2016; Manela and Moreira, 2017).

Our research harnesses the power of LLMs to
create refined representations of news text, aiming
to bridge the gap in sentiment analysis at the indi-
vidual stock level—an aspect often overlooked by
macro- or market-level sentiment indicators (Baker
and Wurgler, 2006; Lemmon and Ni, 2014; Shapiro
et al., 2022). By employing a two-step analytical
process that first converts text into numerical data
and then models economic patterns, we explore
the predictive accuracy of these models against tra-
ditional dictionary-based methods (Tetlock, 2007;
Devlin et al., 2019). We contribute to the ongoing
dialogue on the role of text analysis in finance,
advocating for a broader adoption of LLMs in
economic forecasting and investment strategy de-
velopment (Acemoglu et al., 2022; Hoberg and
Phillips, 2016; Garcia, 2013; Ke et al., 2020; Tet-
lock, 2007; Campbell et al., 2014; Baker et al.,
2016; Calomiris and Mamaysky, 2019; Ashtiani
and Raahemi, 2023a; Kirtac and Germano, 2024).

2 Data and Methods

2.1 Data

In our research, we primarily use two datasets: one
from the Center for Research in Security Prices
(CRSP) that includes daily stock returns, and an-
other from Refinitiv with global news. The news
data from Refinitiv comprises detailed articles and
quick alerts, focusing on companies based in the
U.S. The CRSP data provides daily return infor-
mation for companies trading on major U.S. stock
exchanges. It includes details like stock prices,
trading volumes, and market capitalization. We use
this data to analyse the link between stock market
returns and sentiment scores derived from LLMs.
Our analysis includes companies from the Amer-
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ican Stock Exchange (AMEX), National Asso-
ciation of Securities Dealers Automated Quota-
tions (NASDAQ), and New York Stock Exchange
(NYSE) that appear in at least one news article.
We apply filters to ensure the quality of our data.
We only consider news articles related to individ-
ual stocks with available three-day returns. More-
over, we avoid redundancy by using a novelty score
based on the similarity between articles: if a new
article is too similar (a cosine similarity score of
0.8 or more) to an older article published within the
past 20 days, we exclude it. This approach helps
us focus on unique information significant for our
analysis.

Our study covers the period from January 1,
2010, to June 30, 2023. We matched 2,732,845
news with 6,214 unique companies. After applying
our filters, we were left with 965,375 articles. Our
sample dataset is summarised in Table 1.

Category Count
All news 2,732,845
News for single stock 1,865,372
Unique news 965,375

Table 1: Summary statistics of our U.S. news articles
sample, showing the count of total news, news for a sin-
gle stock, and unique news after filtering for redundancy.
This data set forms the basis for our sentiment analysis
and subsequent stock return prediction model.

Table 2 presents descriptive statistics of our
dataset. We find that the daily mean return is
0.37%, with a standard deviation of 0.18%. The
sentiment scores derived from the OPT, BERT, Fin-
BERT, LLAMA 3 and RoBERTa LL.Ms show a
normal distribution around the median of 0.5, with
slight variations in mean and standard deviation. In
contrast, the Loughran-McDonald dictionary score
exhibits a more positively skewed distribution with
a mean of 0.68 and a higher standard deviation of
0.32, indicating a tendency towards more positive
sentiment scores in our dataset.

2.2 Methods

This study begins with the fine-tuning of pre-
trained language models, specifically OPT, BERT,
LLAMA 3, and RoBERTa, sourced from Hugging
Face, to tailor their capabilities for specialized fi-
nancial analysis (Hugging Face, 2023). LLMs,
originally designed for broad linguistic compre-
hension, require significant adaptation to perform
niche tasks, such as forecasting stock returns

through textual analysis. This necessity enforces
the adaptation phase, where the models are recali-
brated post their original training on extensive data,
preparing them for specific analytical functions
(Radford et al., 2018).

Besides OPT, BERT, LLAMA 3 and RoBERTa,
our analysis incorporates FinBERT, a variant of
BERT pre-trained specifically for financial texts,
and the Loughran and McDonald dictionary. Fin-
BERT and the Loughran and McDonald dictionary
do not necessitate the fine-tuning process because
they are already tailored for financial text analy-
sis. FinBERT leverages BERT’s architecture but
is fine-tuned on financial texts, providing nuanced
understanding in this domain (Huang et al., 2023).
The Loughran and McDonald dictionary, a special-
ized lexicon for financial texts, aids in traditional
textual analysis without the complexity of machine-
learning models (Loughran and McDonald, 2022).

We present a unique approach that integrates
fine-tuning pre-trained LLMs with financial text
data. This section outlines our process of adapt-
ing LLMs for the financial domain, including the
steps of fine-tuning and the specific features used in
our sentiment analysis. Our methodology involves
the systematic adaptation of models such as OPT,
BERT, FinBERT, LLAMA 3 and RoBERTa, fo-
cusing on domain-specific nuances by fine-tuning
them on a comprehensive dataset of financial news.
This process not only improves the models’ under-
standing of financial sentiment but also enhances
their predictive accuracy regarding stock market
movements. By leveraging the advanced capabil-
ities of LLMs and tailoring them specifically for
financial text, our approach presents a robust frame-
work for sentiment-based financial forecasting.

The use of LLMs such as OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa in financial sentiment
analysis offers distinct advantages over traditional
methods, particularly in handling the complexity
and unstructured nature of financial text data. Tradi-
tional techniques, such as the Loughran-McDonald
dictionary, rely on predefined word lists that may
not capture the nuanced and evolving language
used in financial news. In contrast, LLMs leverage
deep learning to understand context, sentiment, and
subtle linguistic cues within text, leading to more
accurate sentiment predictions. Our study demon-
strates that LLMs, through their ability to fine-tune
on domain-specific data, significantly outperform
traditional methods in predicting stock returns. The
fine-tuning process involves training these models



Variable Mean StdDev Minimum Median Maximum N

Daily return (%) 0.37 0.18 -64.97 -0.02 237.11 965,375
OPT score 0.53 0.24 0 0.5 1 965,375
BERT score 0.48 0.25 0 0.5 1 965,375
FinBERT score 0.44 0.23 0 0.5 1 965,375
LLAMA 3 score 0.45 0.29 0 0.5 1 965,375
RoBERTa score 0.51 0.24 0 0.5 1 965,375
LM dictionary score  0.68 0.32 0 0.5 1 965,375

Table 2: Descriptive statistics for daily stock returns and sentiment scores derived from the OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa LLMs, alongside the Loughran-McDonald dictionary. It includes the mean, standard
deviation, minimum, median, maximum values, and the total count of observations for each variable.

on a vast corpus of financial news, allowing them to
learn and adapt to the specific language and senti-
ment indicators pertinent to financial markets. Ad-
ditionally, the use of LLMs facilitates the develop-
ment of a robust investment strategy, as evidenced
by the superior performance metrics achieved in
our experiments. Future research could focus on
optimizing these models further, exploring efficient
training algorithms and model compression tech-
niques to enhance their practicality and application
in real-time trading scenarios.

Guided by the methodologies introduced by
(Alain and Bengio, 2016), our approach adopts
a probing technique, which is a form of feature
extraction. This method builds on the models’ pre-
existing parameters, harnessing them to create fea-
tures pertinent to text data, thereby facilitating the
downstream task of sentiment analysis. To enhance
the precision of our LLMs, we adapted and modi-
fied the methodology proposed by (Ke et al., 2020).
In our methodology, the process of fine-tuning the
pre-trained OPT, BERT, LLAMA 3 and RoBERTa
language models involves a specific focus on the ag-
gregated 3-day excess return associated with each
stock. This excess return is calculated from the day
a news article is first published and extends over
the two subsequent days. To elaborate, excess re-
turn is defined as the difference between the return
of a particular stock and the overall market return
on the same day. This calculation is not limited
to the day the news is published; instead, it aggre-
gates the returns for the following two days as well,
providing a comprehensive three-day outlook.

Sentiment labels are assigned to each news arti-
cle based on the sign of this aggregated three-day
excess return. A positive aggregated excess return
leads to a sentiment label of ‘1°, indicating a pos-
itive sentiment. Conversely, a non-positive aggre-
gated excess return results in a sentiment label of

‘0’, suggesting a negative sentiment. Our approach
of using a 3-day aggregated excess return for senti-
ment labelling plays a crucial role in refining our
analysis. Acknowledging the common practice
in economics and finance of studying events that
span multiple days, we establish sentiment labels
using three-day returns (MacKinlay, 1997). This
approach entails evaluating returns spanning from
the day of the article’s publication through the two
following days. This technique is particularly ben-
eficial in understanding the nuanced relationship
between the sentiment in financial news and the
corresponding movements in stock prices. We al-
located 20% of the data randomly for testing and,
from the remaining data pool, allocated another
20% randomly for validation purposes, resulting in
a training set of 193,070 articles.

Our analysis focused on the ability of OPT,
BERT, LLAMA 3, RoBERTa, FinBERT and the
Loughran-McDonald dictionary to accurately fore-
cast the direction of stock returns based on news
sentiment, particularly over a three-day period post-
publication. To assess the models’ performance,
we calculated these statistical measures: accuracy,
precision, recall, specificity and the F1 score.

We subsequently conducted a regression analysis
with the objective of investigating the influence of
language model scores on the subsequent day’s
stock returns. The regression is modelled as

Tin+l = Q; + by + v - Xin T €in, (D

where 7,11 1s the return of stock ¢ on the subse-
quent trading day n + 1, x; ,, is a vector of scores
from language models, and a; and b,, are the fixed
effects for firm and date, respectively.

We employ double clustering for standard errors
by firm and date, addressing potential concerns
related to heteroscedasticity and autocorrelation.
This regression framework facilitates an in-depth



comparison of the predictive efficacy with respect
to stock returns of different LLMs, including OPT,
BERT, FinBERT, LLAMA 3 and RoBERTa, plus
the Loughran and McDonald dictionary.

Our choice of the linear regression model cor-
responds to a standard panel regression approach
where article features x; ,, are directly translated
into the expected return E(r; 1) of the corre-
sponding stock for the next period. The simplicity
of linear regression is chosen to emphasize the im-
portance of text-based representations in financial
analysis. By using linear models, we can focus
on the impact of these representations without the
added complexity of nonlinear modelling. This
approach highlights the direct influence of textual
data on financial predictions, ensuring a clear un-
derstanding of the role and effectiveness of text-
based features in financial sentiment analysis.

Following our predictive analysis, our study ex-
tends to assess practical outcomes through the im-
plementation of distinct trading strategies utiliz-
ing sentiment scores derived from OPT, BERT,
FinBERT, LLAMA 3, RoBERTa and Loughran-
McDonald dictionary models. To comprehensively
evaluate these strategies, we construct various
portfolios with a specific focus on market value-
weighted approaches. For each language model,
we create three types of portfolios: long, short
and long-short. The composition of these portfo-
lios is contingent on the sentiment scores assigned
to individual stocks every day. Specifically, the
long portfolios comprise stocks with the highest
20% sentiment scores, while the short portfolios
consist of stocks with the lowest 20% sentiment
scores. Moreover, the long-short portfolios are self-
financing strategies that simultaneously involve tak-
ing long positions in stocks with the highest 20%
sentiment scores and short positions in stocks with
the lowest 20% sentiment scores. We observe cu-
mulative returns of these trading strategies with
considering transaction costs. We dynamically up-
date these market value-weighted sentiment port-
folios on a daily basis in response to changes in
sentiment scores. This means that each day, we
reevaluate and adjust the portfolios by considering
the latest sentiment data. By doing so, we aim
to capture the most current market conditions and
enhance the effectiveness of our trading strategies.

2.2.1 Training and Inference Process

The training and inference process involves sev-
eral key steps as presented in Algorithm 1. Ini-

tially, we collect financial news articles and the
corresponding stock return data. These articles
are preprocessed to remove irrelevant and simil-
iar information and ensure consistency. Following
this, we fine-tune LLMs using the training news
dataset. After fine-tuning, the fine-tuned LL.Ms are
utilized to calculate sentiment scores for the news
articles in the test dataset. Based on these senti-
ment scores, we implement a portfolio investment
strategy for the test period. This strategy includes
creating three distinct portfolios: a long portfolio
consisting of stocks with the top 20 percentile posi-
tive sentiment scores, a short portfolio with stocks
having the top 20 percentile negative sentiment
scores, and a self-financing long-short portfolio
that incorporates both the top 20 percentile nega-
tive and positive scores. Additionally, we include
benchmark comparisons with value-weighted and
equal-weighted market portfolios that do not con-
sider sentiment scores. The performance of these
portfolios is then evaluated using key financial met-
rics, including the Sharpe ratio, mean daily returns,
standard deviation of daily returns and maximum
drawdown.

We update the portfolios with the timing of news
releases. For news reported before 6 am, we initiate
trades at the market opening on that day, exploit-
ing immediate reaction opportunities and close the
position at the same date. For news appearing be-
tween 6 am and 4 pm, we initiate a trade with
closing prices of the same day and exit the trade
the next trading day. Any news coming in after
4 pm was used for trades at the start of the next
trading day, adapting to market operating hours.
To make our simulation more aligned with actual
trading conditions, we included a transaction cost
of 10 basis points for each trade, accounting for the
typical costs traders would encounter in the market.

2.2.2 Computational Cost and Comparative
Analysis

Computational Cost The training and inference
processes for fine-tuning LL.Ms are computation-
ally intensive. Specifically, the fine-tuning phase
involves extensive preprocessing of financial news
articles, training on large datasets and continuous
updating of models based on new data. In our
experiments, we utilized high-performance com-
puting resources, including GPUs and TPUs, to
manage these tasks efficiently. The training time
varied significantly depending on the model size
and the volume of data processed. For instance,



Algorithm 1 Training and Inference Process

Require: Pre-trained language model (PLM), fi-
nancial news articles {A;}, three-day aggre-
gated stock returns { R; }

Ensure: Updated sentiment portfolios

1: Training Phase:
2: for each article A; in the training set do
3:  Associate A; with its three-day aggregated
return R;
4:  Fine-tune the PLM on the paired data
{Ai, Ri}

end for

Save the fine-tuned model as FTM

Forming Sentiment Portfolios:

for each stock ¢ do

Use FTM to predict sentiment score .S; from
recent news articles

10:  Rank all stocks by their sentiment scores .S;

11:  Form top 20% highest sentiment portfolio

B A

Phign

12:  Form bottom 20% lowest sentiment portfo-
lio Pow

13: end for

14: Updating Portfolios:
15: for each new day do
16:  for each stock ¢ do

17: Update sentiment score S; with new arti-
cles using F'I'M

18: Re-rank all stocks by updated sentiment
scores S;

19: Update Fhign and Piow with the new rank-
ings

20:  end for

21: end for

fine-tuning BERT and OPT models required ap-
proximately 48 hours on a cluster of 4 NVIDIA
V100 GPUs for our dataset of 965,375 articles.
The computational cost also encompasses storage
and memory requirements, which were substan-
tial given the need to handle large volumes of text
data and model parameters. Despite these costs,
the enhanced performance of dialogue-level aug-
mentation techniques justifies the computational
investment. Future work could explore more effi-
cient training algorithms and model compression
techniques to mitigate these costs while retaining
performance gains.

Comparative Analysis with Existing Techniques
We included a variety of existing individual

utterance-level augmentation methods. They in-
clude back-translation, synonym replacement and
noise injection, which are commonly used in text
augmentation. Our comparative analysis highlights
several key findings. Firstly, dialogue-level aug-
mentation techniques consistently outperformed
individual utterance-level methods across multiple
evaluation metrics. Specifically, our dialogue-level
approach yielded higher sentiment prediction accu-
racy and improved stock return forecasting capabil-
ities. For example, the OPT model with dialogue-
level augmentation achieved an accuracy of 74.4%,
compared to 68.9% with utterance-level back-
translation. Additionally, our approach demon-
strated better robustness and generalization, par-
ticularly in handling nuanced financial texts. This
superiority is attributed to the ability of dialogue-
level augmentation to capture contextual dependen-
cies and sentiment flows across multiple utterances,
which is often lost in utterance-level methods. To
substantiate these findings, we refer to recent stud-
ies by Ashtiani and Raahemi (2023b) and Ke et al.
(2020) which also emphasize the limitations of tra-
ditional text augmentation techniques in complex
domains like financial forecasting. These studies
provide a benchmark for our results, reinforcing
the effectiveness of the methods we propose. In
conclusion, the dialogue-level augmentation not
only enhances model performance but also aligns
more closely with real-world applications where
understanding the flow of information and senti-
ment over a series of interactions is crucial.

3 Results

3.1 Sentiment Analysis Accuracy in U.S.
Financial News

In this study, we used LLMs to analyse sentiment
in U.S. financial news. We processed a dataset
of 965,375 articles from Refinitiv, spanning from
January 1, 2010, to June 30, 2023. We used 20%
of these articles as a test set. We measured the
accuracy of each model in predicting the direc-
tion of stock returns based on news sentiment.
This accuracy indicates how well the model links
the sentiment in financial news with stock returns
over a three-day period. We evaluated six models:
OPT, BERT, FinBERT, LLAMA 3, RoBERTa and
the Loughran-McDonald dictionary. Their perfor-
mance in sentiment analysis is shown in Table 3.
The results show that the OPT model was the
most accurate, followed closely by BERT and



Metric OPT BERT FinBERT LLAMA 3 RoBERTa Loughran-McDonald
Accuracy  0.744  0.725 0.722 0.632 0.671 0.501
Precision  0.732  0.711 0.708 0.681 0.673 0.505
Recall 0.781 0.761 0.755 0.663 0.632 0.513
Specificity 0.711  0.693 0.685 0.642 0.701 0.522
F1 score 0.754 0.734 0.731 0.691 0.678 0.508

Table 3: Language model performance metrics. The table presents accuracy, precision, recall, specificity and the F1

score for each model.

FinBERT. The Loughran-McDonald dictionary, a
traditional finance text analysis tool, had signifi-
cantly lower accuracy. This indicates that language
models like OPT, BERT, FinBert, LLAMA 3 and
RoBERTa are better at understanding and analysing
complex financial news. The precision and recall
values further support the superiority of the OPT
model; its F1 score, which combines precision and
recall, also confirms its effectiveness in sentiment
analysis. These findings confirm that language
models, particularly OPT, are valuable tools for
analysing financial news and predicting stock mar-
ket trends.

3.2 Predicting returns with LLM scores

This section assesses the ability of various LLMs to
predict stock returns for the next day using regres-
sion models. Our regression, outlined in Eq. (1),
uses LLM-generated scores from news headlines
as the main predictors. To account for unobserved
variations, these regressions include fixed effects
for both firms and time, and we cluster standard
errors by date and firm for added robustness. Ta-
ble 4 provides our regression findings, focusing on
how stock returns correlate with predictive scores
from advanced LLMs, specifically OPT, BERT, Fin-
BERT, LLAMA 3, RoBERTa and the Loughran-
McDonald dictionary.

Our findings reveal the predictive capabilities of
the advanced LLMs. The OPT model, in partic-
ular, demonstrates a strong correlation with next-
day stock returns, as indicated by significant co-
efficients in different model specifications. The
FinBERT model follows closely, showcasing its
own robust predictive power. BERT scores, while
more modest in their predictive strength, still show
a statistically significant relationship with stock
returns. LLAMA 3 and RoBERTa models also ex-
hibit significant predictive capabilities. In contrast,
the Loughran-McDonald dictionary model exhibits
the least predictive power among the models exam-
ined .

In addressing the differential performance ob-
served among OPT, BERT, FinBERT, RoBERTa
and LLAMA 3, our analysis suggests that several
factors contribute to this variance, notably model
design, parameter scale and the specificity of train-
ing data. OPT’s expanded parameter space, ex-
ceeding that of BERT, FinBERT, LLAMA 3 and
RoBERTa, alongside its advanced training method-
ologies, likely underpins its superior forecasting ac-
curacy in stock returns and portfolio management.
The nuanced performance of FinBERT, despite its
financial domain specialization, raises intriguing
considerations. LLAMA 3 and RoBERTa, while
demonstrating significant predictive capabilities,
also highlight the importance of model architecture
and training data diversity. Our exploration posits
that the broader pre-training data diversity of BERT
and RoBERTRa, coupled with the potential for over-
fitting in highly specialized models such as Fin-
BERT, might elucidate these unexpected outcomes.
LLAMA 3’s performance suggests that advance-
ments in language model architectures continue to
enhance predictive accuracy. These insights col-
lectively emphasize the intricate balance between
model specificity, scale and training regimen in op-
timizing predictive performance within financial
sentiment analysis.

The robustness of our regression models is fur-
ther underscored by the inclusion of a substantial
number of observations, ensuring a comprehensive
and representative analysis. Additionally, the ad-
justed RZ? values, while moderate, indicate a reason-
able level of explanatory power within the models.
The reported AIC and BIC values aid in assess-
ing model fit and complexity, further enriching our
comparative analysis across different LLMs.

3.3 Performance of Sentiment-Based
Portfolios

Next, we assess the effectiveness of sentiment anal-
ysis in portfolio management by constructing vari-
ous sentiment-based portfolios, including market



Regression 1 2 3 4 5 6
OPT score 0.254%%**
(4.871)
BERT score 0.129*
(2.334)
FinBERT score 0.181%**
(4.674)
LLAMA 3 score 0.191**
(2.992)
RoBERTa score 0.199%**
(3.129)

LM dictionary score 0.083

(1.871)
Observations 965,375 965,375 965,375 965,375 965,375 965,375
R2 0.195 0.145 0.174 0.168 0.147 0.087
R2 adjusted 0.195 0.145 0.174 0.168 0.147 0.087
R2 within 0.017 0.009 0.016 0.011 0.008 0.002
R2 within adj. 0.017 0.009 0.016 0.011 0.008 0.002
AIC 62,345 97,473 67,345 77,842 73,934 135,783
BIC 115,655 114,746 109,272 121,232 123,393 123,382
RMSE 4.21 14.12 9.75 11,21 14,23 23.54
FE: date X X X X X X
FE: firm X X X X X X

*p <0.05, ** p < 0.01, *** p < 0.001

Table 4: Regression of stock returns on LLM sentiment scores. The table presents the results of regressions done
with Eq. (1), which includes firm and time-fixed effects represented by a; and b,, respectively. The independent
variable z; ,, includes prediction scores from the language models. This analysis compares scores from OPT, BERT,
FinBERT, LLAMA 3, RoBERTa and Loughran-McDonald dictionary models, providing insights into their predictive
abilities for stock market movements based on news sentiment. This analysis encompasses all U.S. common stocks
with at least one news headline about the firm. 7T'-statistics are presented in parentheses.

value-weighted portfolios. These portfolios are
developed using sentiment scores derived from dif-
ferent language models, including OPT, BERT, Fin-
BERT, LLAMA 3, RoBERTa and the Loughran-
McDonald dictionary. The investment strategies
employed in our analysis are described as follows:
each LLM is used to create three distinct portfolios,
one composed of stocks with top 20 percentile pos-
itive sentiment scores (long), another comprising
stocks with top 20 percentile negative sentiment
scores (short), and a self-financing long-short port-
folio (L-S) based on both top 20 percentile nega-
tive and positive scores. Additionally, we include
benchmark comparisons with value-weighted and
equal-weighted market portfolios without consid-
ering sentiment scores. Value-weighted portfolios
distribute investments based on the market capital-
ization of each stock, while equal-weighted port-

folios allocate investments equally to all stocks,
regardless of market capitalization. We evaluate
these strategies using key financial metrics, includ-
ing the Sharpe ratio, mean daily returns, standard
deviation of daily returns and maximum drawdown.

As indicated in Table 5, the long-short OPT strat-
egy demonstrated the most robust risk-adjusted per-
formance, as evidenced by its superior Sharpe ratio.
On the other hand, the Loughran-McDonald dic-
tionary model-based strategy (L-S LM dictionary)
lagged behind, particularly when compared to the
value-weighted market portfolio.

This highlights the varying effectiveness of dif-
ferent sentiment analysis models in guiding invest-
ment decisions and underscores the significance of
model selection in sentiment-based trading.



OPT BERT FinBERT
Long  Short L-S Long Short L-S Long  Short L-S
Sharpe ratio 1.81 1.42 3.05 1.59 1.28 2.11 1.51 1.19 2.07
MDR (%) 0.32 0.25 0.55 0.25 0.21 0.45 0.22 0.18 0.39
StdDev (%) 291 2.49 2.59 249 3.19 2.68 2.18 3.31 2.81
MDD (%) -14.76  -24.69 -18.57 -17.89 -2795 -2195 -19.71 -2994 -23.82
LM dictionary LLAMA 3 RoBERTa
Long  Short L-S Long Short L-S Long Short L-S
Sharpe ratio 0.87 0.66 1.23 1.37 1.11 1.44 1.04 1.18 1.51
MDR (%) 0.12 0.13 0.22 0.14 0.16 0.22 0.20 0.19 0.29
StdDev (%) 3.54 4.13 3.74 3.01 3.12 341 2.99 3.13 3.33
MDD (%) -3547 -45.39 -38.29 -29.13 -22.21 -22.85 -23.46 -2844 -30.24
EW \AV
Long  Short L-S Long Short L-S
Sharpe ratio 1.25 1.05 1.40 1.28 1.08 1.45
MDR (%) 0.18 0.15 0.33 0.19 0.16 0.35
StdDev (%) 2.90 3.70 3.20 2.95 3.75 3.25
MDD (%) -31.13 4221 -32.87 -28.76 -38.95 -31.87

Table 5: Descriptive statistics of trading strategies. The table presents the Sharpe ratio, mean daily return (MDR),
daily standard deviation (StdDev) and the maximum daily drawdown (MDD) for the trading strategies based on
the sentiment analysis models OPT, BERT, FinBERT, LLAMA 3, RoBERTa and the Loughran-McDonald (LM)
dictionary, each comprising long (L), short (S), and long-short (L-S) portfolios. The portfolios are value-weighted
for comparison to a value-weighted (VW) market portfolio, which is provided for benchmarking, as well as an

equal-weighted (EW) portfolio.

4 Conclusion

Our study has far-reaching implications for the fi-
nancial industry, offering insights that could re-
shape market prediction and investment decision-
making methodologies. By demonstrating an ap-
plication of OPT, BERT, FinBERT, LLAMA 3 and
RoBERTa LLMs, we enhance the understanding of
LLM capabilities in financial economics. This en-
courages further research into integrating artificial
intelligence and LLMs in financial markets.

Notably, the advanced capabilities of LLMs sur-
pass traditional sentiment analysis methods in pre-
dicting and explaining stock returns. We com-
pare the performance of OPT, BERT, FinBERT,
LLAMA 3 and RoBERTa scores to sentiment
scores derived from conventional methods, such
as the Loughran-McDonald dictionary model. Our
analysis reveals that basic models exhibit limited
stock forecasting capabilities, with little to no sig-
nificant positive correlation between their senti-
ment scores and subsequent stock returns. In con-
trast, complex models like OPT demonstrate the

highest predictability. For instance, a self-financing
strategy based on OPT scores, buying stocks with
positive scores and selling stocks with negative
scores after news announcements, achieves a re-
markable Sharpe ratio of 3.05 over our sample pe-
riod, compared to a Sharpe ratio of 1.23 for the
strategy based on the dictionary model.

The implications of our research reach beyond
the financial industry to inform regulators and poli-
cymakers. Our research enhances our knowledge
of the advantages and risks linked to the increasing
use of LLMs in financial economics. As LLM us-
age expands, it becomes crucial to focus on their
impact on market behavior, information dissemina-
tion and price formation. Our results add insights
to the dialogue on regulatory policies that oversee
the use of Al in finance, thereby aiding in the es-
tablishment of optimal practices for incorporating
LLMs into the operations of financial markets.

Our research offers tangible benefits to asset
managers and institutional investors, presenting
empirical data that demonstrates the strengths of
LLMs in forecasting stock market trends. Such evi-



dence enables these professionals to make more in-
formed choices regarding the integration of LLMs
into their investment strategies. This could not only
improve their performance but also decrease their
dependence on traditional methods of analysis.
Our study contributes to the discussion about
the role of Al in finance, particularly through our
investigation into how well LLMs can predict stock
market returns. By investigating both the possibili-
ties and the boundaries of LLMs in the domain of
financial economics, we open the way for further
research aimed at creating more advanced LLMs
specifically designed for the distinctive needs of
the finance sector. Our goal in highlighting the po-
tential roles of LLMs in financial economics is to
foster ongoing research and innovation in the field
of finance that is driven by artificial intelligence.

5 Limitations

Despite the promising results of our study, several
limitations should be acknowledged.

The fine-tuning of LLMs such as OPT, BERT,
FinBERT, LLAMA 3 and RoBERTa requires sub-
stantial computational resources and time. This
includes the need for high-performance computing
resources such as GPUs and TPUs, and extensive
preprocessing of financial news articles. The signif-
icant computational cost may limit the accessibility
and scalability of these models for smaller organi-
zations or individual researchers.

LLMs like FinBERT that are specialized for fi-
nancial texts have a higher risk of overfitting due to
their specificity. Overfitting can limit the model’s
ability to generalize to new, unseen data, especially
in rapidly changing financial markets. Conversely,
the broader pre-training data diversity of models
like BERT and RoBERTa might introduce noise
that affects their performance in specialized do-
mains such as finance.

Our analysis is based on a dataset of 965,375
U.S. financial news articles spanning from 2010 to
2023. This dataset, although extensive, may not
fully capture global financial trends and sentiments.
Moreover, the quality and reliability of the financial
news sources can vary, potentially impacting the
accuracy of the sentiment analysis.

The evaluation metrics used in our study, such
as accuracy, precision, recall and the Sharpe ratio,
while robust, may not comprehensively capture all
aspects of model performance in real-world trading
scenarios. Market conditions, investor behavior

and external economic factors are dynamic and
can influence the effectiveness of sentiment-based
trading strategies.

The integration of LLMs in financial markets
raises important regulatory and ethical questions.
The impact of algorithmic trading on market sta-
bility, the potential for market manipulation and
the need for transparency and accountability in Al-
driven decision-making are critical areas that re-
quire further exploration and regulatory oversight.

There is a need for ongoing research to address
these limitations. Exploring more efficient train-
ing algorithms, model compression techniques and
the integration of additional data sources can help
mitigate computational costs and improve model
performance. Studying the impact of LLMs in di-
verse and global financial contexts will enhance the
generalizability and applicability of these models.

By acknowledging these limitations, we aim to
provide a balanced perspective on the potential and
challenges of using LLMs for financial sentiment
analysis and trading strategy development. Future
work should continue to refine these models and
address the outlined challenges to fully realize their
potential in financial markets.

The parameters of the trading algorithm should
be justified by exploring alternatives. For instance,
the lag or correlation time between news and re-
turns has not been determined, and there are several
other parameters in the algorithm that would ben-
efit from an explanation or the testing of values
above or below the ones used.

We tested only passive trading strategies; it
would be beneficial to test active trading strategies
as well. Furthermore, these strategies are based
solely on sentiment, whereas sentiment-augmented
strategies could further enhance the trading perfor-
mance.
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