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Abstract

The VLP team participated in the DSL-ML
shared task of the VarDial 2024 workshop
which aims to distinguish texts in similar lan-
guages. This paper presents our approach to
solving the problem and discusses our experi-
mental and official results. We propose to inte-
grate semantics-aware word embeddings which
are learned from ConceptNet into a bidirec-
tional long short-term memory network. This
approach achieves good performance – our sys-
tem is ranked in the top two or three of the best
performing teams for the task.

1 Introduction

Discriminating between similar languages (e.g.,
Croatian and Serbian) and language varieties (e.g.,
Brazilian and European Portuguese) has been a
popular research topic related to the study of di-
atopic language variation from a computational
perspective (Aepli et al., 2023). In the DSL-ML
shared tasks of The Eleventh Workshop on NLP
for Similar Languages, Varieties and Dialects (Var-
Dial) 2024 (Chifu et al., 2024), participating teams
are expected to provide multi-label annotations
for the instances of datasets from five different
macro-languages and with different types of multi-
label annotations, including BCMS (Bosnian, Croa-
tian, Montenegrin, Serbian) (Rupnik et al., 2023;
Miletić and Miletić, 2024), EN (American and
British English), ES (Argentinian and Peninsu-
lar Spanish), Portuguese (Brazilian and European
Portuguese) (Zampieri et al., 2024), and FR (Bel-
gian, Canadian, French and Swiss French) (Găman
et al., 2023; Tan et al., 2014; Bernier-Colborne
et al., 2023). Participating systems are evaluated
on macro-average F1 for each test set, and aggre-
gated over the five test sets.

This paper presents an approach to improving
the performance of our participating system in this
shared task. The main idea of our approach is the

integration of semantic word embeddings which are
learned from the ConceptNet knowledge graph into
a recurrent neural network model. The ConceptNet
word embeddings are readily available for multiple
languages that are concerned with this task.

The paper is structured as follows. Section 2
describes our method. Section 3 presents and
discusses empirical results on the development
datasets and on the private test set as announced by
the shared task organizers. Section 4 concludes the
paper and outlines several possible directions for
future work.

2 Methods

In this shared task, participants are expected to
provide multi-label annotations for the test set in-
stances. There are two tracks. In the closed track,
systems may only use the labeled training data
provided for the task. The use of pre-trained mod-
els is allowed as long as they are not specifically
pre-trained or fine-tuned on language identifica-
tion tasks. In the open track, systems may use any
data and pre-trained models, except the prohibited
datasets listed in the language description. Our sys-
tem is essentially in the closed track since we do
not use any external training data and the Concept-
Net embeddings are not specifically pre-trained or
fine-tuned on any language identification task.

We aim to develop a method which does not
utilize pre-trained models for this task. Thus, we
use bidirectional long short-term memory networks
(BiLSTMs) for learning text representation.

2.1 Bidirectional LSTM Model

Let xj be the embedding of token wj and RNNθ(x)
be an abstraction of a LSTM that processes the
sequence of vectors x = [x1,x2, . . . ,xn], then
output for xj is defined as v⃗j := RNNl

θ(xj) ⊕
RNNr

θ(xj). We consider multi-layer BiLSTMs
where the output v⃗kj of the k-th layer is fed as input
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to the (k + 1)-th layer. In our experiments, each
token embedding xj is either initialized randomly
or is a static pre-trained word embedding provided
by ConceptNet Numberbatch as presented in the
next subsection.

For decoding, we use a fully-connected feed-
forward network which is fed the output of the last
BiLSTM. The output is simply computed by a soft-
max layer as common in multiway classification:

P (yj |v⃗j) = softmax(Wv⃗j + b⃗),

where W and b are parameter matrices. The overall
network architecture that we use is as follows:

EmbeddingLayer(w) → stacked BiLSTM(h)
→ Dense(d, ReLu)→ Dense(softmax),

where the hyperparameters w, h and d are the word
embedding size, the recurrent hidden size and the
dense hidden size, which are tuned on the develop-
ment datasets for the best performance.

2.2 ConceptNet Numberbatch
ConceptNet is a freely-available semantic network,
designed to help computers understand the mean-
ings of words that people use (Speer et al., 2017)1.
Figure 1 illustrates an excerpt of the concept of
ConceptNet. It has been used to create word em-
beddings – representations of word meanings as
vectors, similar to word2vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014), or fastText (Bo-
janowski et al., 2016). These word embeddings are
free, multilingual, aligned across languages, and
designed to avoid representing harmful stereotypes.
Their performance at word similarity, within and
across languages, was shown to be state of the art
at SemEval 2017 (Speer and Lowry-Duda, 2017).

ConceptNet Numberbatch is a set of semantic
vectors which are trained on ConceptNet that can
be used directly as a representation of word mean-
ings. These embeddings benefit from the fact that
they have semi-structured, common sense knowl-
edge from ConceptNet, giving them a way to learn
about words that isn’t just observing them in con-
text. Unlike most embeddings, ConceptNet Num-
berbatch is multilingual from the ground up. Words
in different languages share a common semantic
space, and that semantic space is informed by all
of the languages. These appealing properties of
ConceptNet embeddings make them suitable for
multilingual processing tasks which deal with lexi-
cal semantics. Discrete structures of ConceptNet

1https://conceptnet.io/
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Figure 1: An illustration of ConceptNet in graph.

Language Training Dev. Test
BCMS 368 122 123
EN 2,097 599 300
ES 3,467 989 495
FR 340,363 17,090 12,000
PT 3,467 991 495

Table 1: Statistics of the datasets used in the shared task.

have been recently exploited to improve natural
language inference (Le-Hong and Cambria, 2023)
and dependency parsing (Le-Hong and Cambria,
2024). In this work, we demonstrate that Concept-
Net Numberbatch is also helpful in the problem of
similar languages classification.

3 Results

3.1 Datasets

Some statistics of the five datasets of the DSL-
ML-2024 shared task are given in Table 1. Some
observations about the datasets are as follows.

First, the BCMS dataset contains texts in
Bosnian, Croatian, Montenegrin, Serbian. There
are no multi-label samples in the training split of
this dataset but multi-label samples are present in
the development and test splits. The size of this
dataset is quite small but its sample text is often
very long2. These properties make supervised mod-
els less accurate. Second, while the English and
Portuguese datasets are of the same size, the French
training dataset is about 100 times larger. This
makes the training of French models much more
time consuming.

2The longest training sample has 159,440 characters.
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3.2 Experimental Settings

We carry out two experiments. In the first experi-
ment, the model is applied on randomly initialized
word embeddings which are fine-tuned on the train-
ing set. This experiment allows us to estimate the
performance that a purely supervised learning sys-
tem can achieve. In the second experiment, the
same model is applied on the ConceptNet embed-
dings. This experiment investigates the advantage
of using semantics-aware embeddings in detecting
similar languages in a multilingual context. All the
models have the same training objective, which is
to set the score of the correct language label above
the scores of incorrect ones. We use the common
cross-entropy loss to minimize the objective func-
tion over the training data. This correlates with
maximizing the number of correct predictions in
the predicted outputs. Note that we consider each
target label as atomic; for example, “EN-GB,EN-
US” is considered a single label instead of two
labels “EN-GB” and “EN-US”3.

The ConceptNet Numberbatch word embed-
dings are freely available for download from
the ConceptNet open data project4; we use the
19.08 version, numberbatch-en-19.08.txt.gz for En-
glish and numberbatch-19.08.txt.gz for multilin-
gual word vectors, each also has 300 dimensions.

Since the model is trained in an end-to-end fash-
ion, the gradients of the entire network, including
the embedding matrices for tokens with respect
to the sum of the losses are computed using the
backpropagation algorithm. We perform multiple
training epochs, using early stopping – the train-
ing process is stopped when the accuracy does not
increase after three consecutive epochs on the de-
velopment dataset. The maximal sequence length
of each sentence is set to 40 tokens5. The models
are all trained by the Adam optimizer (Kingma and
Ba, 2015) with a learning rate of 5 × 10−5. The
batch size is set to 326. On each dataset, we run
a set of experiments with a different number of
hidden units in each recurrent layer or in the dense
layer (cf. subsection 3.4). Each experiment is run
five times, its results are averaged for reporting.

3We have not tried any multi-label classification method in
this task; the problem is considered multi-class classification.

4ConceptNet Numberbatch: https://github.com/
commonsense/conceptnet-numberbatch

5This threshold is validated on the training split of the
English dataset where 84.07% of samples are ≤ 40 tokens.

6All models are implemented in the Scala programming
language using the BigDL library.
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Figure 2: Maximal performance of the LSTM-r model
with respect to the word embedding size and the re-
current size on the English training and development
sets.

3.3 Evaluation Metrics

The organizers of this task provide an evaluation
script and a baseline system which uses tf-idf-
weighted character-level and word-level n-gram
features in a linear SVM classifier7. The offi-
cial scoring script provides per-class F1-scores,
weighted and macro-averaged F1-scores. However,
during the development stage, we did not use this
script to evaluate our models; we used the common
accuracy score on the training set and development
set when validating the models. Despite of not be-
ing a good score for evaluating imbalanced datasets,
this metric is found to be effective in model tuning.

3.4 Results

In this subsection, we first present the performance
of our models on the development datasets. We
then report the performance on the test datasets.
We carried out the same experiments for all the
languages. For brevity, we report only the process
on the English dataset.

In the simple LSTM-r model where the word em-
beddings are initialized randomly, we vary the word
embedding size w in the range [64, 100, 200, 300]
and the recurrent size h in the range [100, 200, 300].
The dense hidden size is fixed at 32 heuristically.
Figure 2 shows the accuracy of this model on the

7https://github.com/yvesscherrer/DSL-ML-2024/

237

https://github.com/commonsense/conceptnet-numberbatch
https://github.com/commonsense/conceptnet-numberbatch
https://github.com/intel-analytics/BigDL/
https://github.com/yvesscherrer/DSL-ML-2024/


100 200 256 300

66

68

70

72

7
0
.0
7 7
0
.6

7
1
.7
3

7
1
.3

6
6
.5
7

6
6
.2
7

6
5
.9 6
6
.3
7

recurrent size

ac
cu

ra
cy

training development

Figure 3: Performance of the LSTM-c model with re-
spect to the recurrent size on the English training and
development sets. The ConceptNet word embedding
size is 300.

training and development splits. This model has a
peak performance when w = 100 (and h = 300,
not shown in the figure), having an accuracy of
61.17% on the development split. It seems that
the model overfits the training data, which has a
relatively small size.

In the enriched LSTM-c model where the
words embeddings are ConceptNet embeddings,
we vary the recurrent size h in the range
[100, 200, 256, 300]. As above, the dense hidden
size is 32. Figure 3 shows its accuracy. This model
is not able to achieve a high accuracy on the train-
ing set but its development accuracy is significantly
better than the LSTM-c model. This is maybe due
to our choice of freezing the embedding layer, that
is, the ConceptNet embeddings are not fine-tuned
during training. The best accuracy of LSTM-c on
the development dataset is 66.57%, which is 5.4%
of absolute points better than that of LSTM-r.

Table 2 presents the official results of our LSTM-r
and LSTM-c models on the test datasets of all the
languages (Chifu et al., 2024). The ConceptNet
embeddings are not available for BCMS languages,
there is thus only one submission for this dataset.

As shown in these results, the ConceptNet em-
beddings help improve the accuracy of the English
and French datasets by about 1.2% for English and
0.2% for French. However, they are not helpful for
the Spanish and Portuguese datasets. It is surpris-

Language M. F1 W. F1 EM VLP
BCMS 27.22 36.97 00.00 1
EN 76.98 77.64 16.67 2

75.88 76.30 26.67 1
ES 75.39 76.06 45.51 1

74.14 74.36 42.31 2
FR 25.96 25.96 – 2

25.74 25.74 – 1
PT 66.36 69.13 13.56 1

56.58 62.01 00.00 2

Table 2: Official results of our systems on the test
datasets as announced by the organizers. M. F1, W.
F1 and EM is the macro F1, the weighted F1 and the
exact match score, respectively. The VLP column is the
submission index where number 1 indicates the LSTM-r
model and number 2 indicates the LSTM-c model.

ing that the LSTM-c model is significantly worse
than the LSTM-r model on the Portuguese datasets
with a gap of about 10% of macro F1. It is possible
due to a technical problem of our system during the
training stage for this model. We plan to investigate
further on this problem once the gold labels of the
test datasets are available for additional analysis.

4 Conclusion

In this paper, we have presented a recurrent neural
network model for tackling the problem of distin-
guishing similar languages. Our method utilizes
semantics-aware ConceptNet embeddings for four
languages. Despite its simplicity, the proposed
model achieves relatively good results.

We are currently using the simple multi-class
classification approach for this task. We plan to
apply specific methods of multi-label classification
for the task in a future work.

Recent works have shown that learning to clas-
sify texts can be beneficial by unsupervised rep-
resentation learning methods such as contrastive
learning (Su et al., 2022). The goal of contrastive
learning is to learn a representation of text such
that similar instances are close together in the rep-
resentation space, while dissimilar instances are
far apart. A combination of similarity embeddings
learned by contrastive learning and semantics em-
beddings learned from knowledge graphs such as
WordNet and ConceptNet can be helpful for this
task.

Finally, in the last few years, pre-trained large
language models such as XLM-R (Conneau et al.,
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2020), GPT (Brown et al., 2020) and LLaMa (Tou-
vron et al., 2023) are making new waves in the
field of natural language processing due to their
emergent ability and generalizability. We have in-
vestigated using a pre-trained XLM-R model for
this shared task but initial results are mediocre com-
pared to our proposed approach. However, a more
throughout inquiry of using large language models
is necessary before a firm conclusion about their
usefulness can be drawn.
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