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Abstract

WordNet is a crucial resource in linguistics and natural language processing, providing a detailed and expansive
set of lexico-semantic relationships among words in a language. The trend toward automated construction and
expansion of WordNets has become increasingly popular due to the high costs of manual development. This study
aims to automate the development of the Ukrainian WordNet, explicitly concentrating on hypo-hypernym relations that
are crucial building blocks of the hierarchical structure of WordNet. Utilizing the linking between Princeton WordNet,
Wikidata, and multilingual resources from Wikipedia, the proposed approach successfully mapped 17% of Princeton
WordNet (PWN) content to Ukrainian Wikipedia. Furthermore, the study introduces three innovative strategies for
generating new entries to fill in the gaps of the Ukrainian WordNet: machine translation, the Hypernym Discovery
model, and the Hypernym Instruction-Following LLaMA model. The latter model shows a high level of effectiveness,
evidenced by a 41.61% performance on the Mean Overlap Coefficient (MOC) metric. With the proposed approach
that combines automated techniques with expert human input, we provide a reliable basis for creating the Ukrainian
WordNet.
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1. Introduction Ukrainian WordNet. The primary focus of this work

is on hypo-hypernym relations, a fundamental type

WordNet is an invaluable resource that offers a  of semantic relation for nouns that reflects the hi-
well-structured and comprehensive list of lexical  erarchical structure of WordNet. It links general
and semantic relationships between words in alan-  terms to more specific ones. For example, rose is
guage. This highly versatile resource is widely used a hyponym of flower, which is a hypernym of rose.
by experts in linguistics, psychology, and natural By concentrating on hypo-hypernymy, we aim to
language processing (NLP). Unlike a conventional  create a strong foundation for the Ukrainian Word-

thesaurus, WordNet arranges concepts based on  Net that can be further expanded with other seman-
their semantic and lexical relations to other con- i relations in the future.

cepts. lts broad applications include word sense This work presents contributions that include:
disambiguation, machine translation, information
retrieval, automatic text classification and summa- » Automated methods for constructing and ex-
rization (Morato et al., 2004). tending the Ukrainian WordNet, specifically
In recent years, scholars studying languages linking techniques between Princeton Word-
other than English have tried to tackle the issue Net, Wikidata and multilingual resources from
of the absence of digital lexical databases similar Wikipedia, which have enabled the mapping
to the Princeton WordNet (Miller, 1994). Due to of 17% of PWN to Ukrainian Wiki.
the high expenses associated with creating tax-
onomies manually, there has been a growing inter- » Three strategies for generating candidate
est in automatic methods for building and enhanc- words to fill gaps in the constructed Word-
ing WordNets. Various researches have demon- Net basis: machine translation, the Hypernym
strated the effectiveness of this approach in pro- Discovery model, and Hypernym Instruction-
ducing and expanding WordNets for multiple lan- Following LLaMA. The latter achieved high-
guages, such as Chinese (Wang and Bond, 2013), performance results on the MOC metric
Arabic (Elkateb et al., 2006), and Urdu (Adeeba (41.61%).
and Hussain, 2011).
The main objective of this paper is to intro- « Established a scalable foundation for creating
duce a new approach that utilizes multilingual re- a comprehensive and reliable WordNet for the
sources from Wikidata' and Wikipedia? to build the Ukrainian language and published the artifacts

of this work, including code and data, in the
GitHub repo?.

"https://www.wikidata.org/wiki/
Wikidata:Main_Page
’https://www.wikipedia.org Shttps://github.com/lang—uk/wikidrill
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The rest of the paper is organized as follows.
Section 2 contains an overview of related work.
Section 3 describes in detail the pipeline of our ap-
proach: compiling the basis for Ukrainian WordNet
utilizing existing resources and methods for filling
the gaps. We describe the statistics of the datasets
obtained using the methodology described in the
previous section and introduce the main experi-
ments performed for the Hypernym Discovery task
and instruction-tuned LLaMA in Section 4. We dis-
cuss the limitations of our approach, draw conclu-
sions, and present future work in Section 5.

2. Related Work

The Princeton WordNet of the English language
is widely regarded as the most comprehensive
and established WordNet (Miller, 1994). With over
117,000 synonym sets and diverse relations, the
PWN#* has formed the benchmark for WordNets in
other languages.

In the literature, two common approaches are
used for building a WordNet for other languages:
merge and expand (Vossen, 1997).

The merge approach involves developing a
language-specific semantic network and integrat-
ing its synsets with those of the Princeton WordNet
in the final stage of the project.

The expand approach involves mapping or trans-
lating local words to the synsets of an existing Word-
Net. While the expand approach is more efficient
and requires less linguistic knowledge, it may result
in less accurate representations of the semantic
and lexical structure of the language.

Nevertheless, many WordNet developers opt for
this approach due to the universal structure of lexi-
cal semantics that exists across languages (Youn
et al., 2016).

The first published works on the construction
of the Ukrainian WordNet were carried out in the
2010s.

Kulchytsky et al. (2010) conducted a study that
focused on analyzing the relationships between
nouns in the Princeton WordNet, selecting core
nouns for the Ukrainian language, and organizing
them into a hierarchical structure. The resulting
WordNet-like dictionary includes 194 synsets, of
which 183 are interconnected by hypo-hypernymy,
14 by antonymy, and 150 by meronymy/homonymy.
The research in question was conducted manually
using frequency dictionaries. Unfortunately, the
project was not continued, and the results were not
made publicly available.

Anisimov et al. (2013) described the devel-
opment of a lexical semantic database for the
Ukrainian language called UkrWordNet. The ar-
ticle focuses on the research and development of

4https://wordnet.princeton.edu
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automated techniques for replenishing and extend-
ing UkrWordNet. The method developed for cre-
ating new nodes involved generating them from
Ukrainian Wikipedia articles and binding them to
the synsets of UkrWordNet. The paper also pro-
posed a new measure of semantic similarity using
latent semantic analysis (Deerwester et al., 1990)
to improve the quality of the bindings. After man-
ual post-processing, UkrWordNet contained over
82,000 synsets and approximately 145,000 nouns
in the lexicon. Unfortunately, the work has never
been publicly released.

In their article, Siegel et al. (2023) introduced
Ukrajinet 1.0°, a lexical database centered around
physics terminology. The database contains 3,360
synonym sets of 8,700 words and shares a method-
ology similar to that used in creating OdeNet® for
the German language (Siegel and Bond, 2021).
However, Ukrajinet 1.0 does not include hypo-
hypernym relations, essential for establishing a hi-
erarchical structure of nouns within the WordNet
framework.

Other developments in the field of the Ukrainian
WordNet include materials’ from theses of students
of Lviv Polytechnic National University, but they are
of a limited size.

Hence, developing an open-source WordNet for
the Ukrainian language, with a representative num-
ber of relations, remains an ongoing area for re-
search.

3. Proposed Approach

Our methodology for creating the basis of the
Ukrainian WordNet builds on the expand approach.
Figure 1 summarizes the proposed methodol-
ogy. We propose utilizing the Princeton Word-
Net as a pivot structure, and linking it to Wikidata
and Ukrainian Wikipedia. By mapping Ukrainian
Wikipedia titles to synsets in the PWN and iden-
tifying hyponyms for each synset, a tree diagram
is constructed using these resources. The result-
ing tree contains nodes that could not be linked
to Ukrainian Wikipedia and thus lack a Ukrainian
equivalent. We call them gap nodes and further pro-
pose the Gap Ranking algorithm to identify the best
gap nodes for filling. To generate candidate words
to fill these gaps, several strategies are proposed.
The first strategy utilizes English lemmas trans-
lated into Ukrainian with Google Translate, Bing,
and DeepL. The second strategy adapts the Hy-
pernym Discovery task for Ukrainian and gener-

*https://github.com/
hdaSprachtechnologie/ukrajinet

Shttps://github.com/
hdaSprachtechnologie/odenet

"https://github.com/lang-uk/wordnet/
tree/main/resources
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Figure 1: Overview of the proposed methodology for developing the Ukrainian WordNet foundation through
integration with Princeton WordNet, Wikidata, and Wikipedia.

ates candidates given the gap hyponym. The third
strategy generates hypernym candidates with the
Instruction-Following LLaMA model. The hypernym
candidates generated via the three strategies are
then aggregated in a MongoDB and surfaced in an
annotation tool built with Payload CMS to stream-
line further human annotation. Overall, the pro-
posed approach combines automated techniques
with expert human input to create a comprehensive
and reliable resource for the Ukrainian language.

3.1. PWN and Wikidata

Our methodology leverages the linking between
Princeton WordNet and Wikidata, as proposed by
McCrae and Cillessen (2021). First, we utilize the
synset’s ID to identify the PWN synset linked with
Wikidata. This link allows us to search for the cor-
responding Ukrainian Wikipedia article using the
Wikidata Q identifier. At this point, we encounter
two possible scenarios. If the search yields a re-
sult, we acquire a word that can populate a node
in our lexical tree. However, if the search does not
provide any results, we temporarily store the En-
glish lemma from PWN at this node, intending to
address this issue later. The techniques for filling
these gaps are elaborated upon in subsequent sec-
tions. Once we have identified a linked synset, we
proceed to discover hyponyms associated with the
given synset ID.
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3.2. Gap Ranking

The Gap Ranking algorithm aims to identify the
most suitable gap nodes for filling, specifically those
with the highest number of non-gap children in the
given tree. We consider these most suitable be-
cause filling them creates the highest number of
links. The algorithm utilizes a depth-first search
(DFS) tree traversal method to determine the ideal
path. Beginning from the root node, it recursively
navigates the tree, viewing each node as a poten-
tial gap node. For each gap node, the algorithm
computes the number of valid pairs of nodes in its
subtree by considering its non-gap children. The
algorithm then ranks the gap nodes based on the
number of identified valid pairs.

This metric is instrumental in identifying the gap
nodes with the greatest potential for enhancing the
quality of the Ukrainian WordNet. With this algo-
rithm, we found that completing 793 gaps would
result in 5403 new hyper-hyponym pairs in the
Ukrainian WordNet.

3.3. Candidate Generation

We used two methods to generate candidates to
fill gaps in our lexical resource. The first method
involved automatic translation from English to
Ukrainian. The second method used the hyponym
of the gap to generate hypernyms with the help
of the Hypernym Discovery model and Instruction-
Following LLaMA.



Gap DeeplL Direct

DeepL Contextualized

Translated PWN3.1

peﬁonnance MIPOTYKTUBHICTH
produktyvnist
KaJaHHa KallyCTa
kachanna kapusta
are’HTcrBo

ahentstvo

head cabbage

agency

KaJaHHa KallyCTa
kachanna kapusta

BUCTaBa
vystava

BHCTaBa, CIIEKTaKJIb
vystava, spektakl
TOJIOBHa KalryCTa
holovna kapusta

odic, oprau
ofis, orhan

areHTCTBO
ahentstvo

Table 1: Comparison examples of gap translations obtained using machine translation methods. All terms
are nouns. The gap is identified as the most optimal for filling using the algorithm described in Section 3.2

3.3.1. Machine Translations

To run automatic translation, we utilized three dis-
tinct methods. Initially, we accessed the existing
Ukrainian translation® of Princeton WordNet 3.1,
which was developed with Google Translate and
Bing. Subsequently, we relied on the neural ma-
chine translation capabilities of DeepL (Ronzon,
2018). This process entailed directly translating in-
dividual lemmas and creating contextual sentences
in the format of "<Synset lemmas> is a <PWN
gloss>.", from which we extracted the first lemma
and recorded it as a candidate for the gap.
Ultimately, this approach enabled us to promptly
produce a list of potential translations for the gap
nodes, although due to the lack of specialized train-
ing or fine-tuning of the machine translation mod-
els for the Ukrainian language their accuracy re-
mains arguable. For example, machine transla-
tion can generate Russianism®, such as "kachanna
kapusta" seen in row 2 of Table 1, or false con-
cepts like "holovna kapusta,” which do not exist
in Ukrainian. Furthermore, the issue of ambigu-
ity, demonstrated in rows 1 and 3, presented chal-
lenges by offering multiple possible senses. Al-
though employing specialized Word Sense Disam-
biguation systems, as suggested by Laba et al.
(20283), could mitigate this issue, exploring such
solutions falls beyond the scope of this paper.

3.3.2. Hypernym Discovery and LLaMA

To perform Hypernym Discovery in the Ukrainian
language, we adopted the setting provided for
this task by Camacho-Collados et al. (2018). We
utilized the supervised part of the model pro-
posed by Bernier-Colborne and Barriere (2018),
the SemEval-2018 Task 9 winners. Their approach
uses pre-trained word embeddings and projection
learning to discover the hypernyms of a given query
(hyponym).

Pretrained large language models (LLMs) have
showcased remarkable results in various natural

8https://github.com/lang-uk/wordnet/
tree/main/pwn_translated_basic

Shttps://en.wikipedia.org/wiki/
Russianism
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language processing (NLP) tasks, leading us to
explore their potential for Hypernym Discovery. A
previous study conducted by Hanna and MareCek
(2021) utilized a prompting methodology to inves-
tigate BERT’s (Devlin et al., 2019) understanding
of hypernymy. Our research focused on the poten-
tial of another advanced LLM, multilingual LLaMA
(Touvron et al., 2023), which has exhibited excep-
tional performance on various NLP benchmarks.
Instead of prompting, we opted to fine-tune LLaMA
by providing hypernym instructions to determine if
it can suggest hypernyms.

3.4. Evaluation Metrics

Camacho-Collados et al. (2018) proposed evalu-
ating the Hypernym Discovery systems as a soft
ranking problem. This involved utilizing the top N'°
hypernyms generated by the model and evaluat-
ing performance using Information Retrieval (IR)
metrics:

1. Mean Reciprocal Rank (MRR) measures how
well a system is able to rank the relevant hy-
pernyms by rewarding the position of the first
correct result in the ranked list of outcomes.

. Mean Average Precision (MAP) measures
the average correctness of retrieved hyper-
nyms for each query word and averages these
across all dataset queries.

. Precision at k (P@k) measures the number
of correctly retrieved hypernyms at different
cut-off thresholds.

To better understand the model’s ability to predict
relevant hypernyms regardless of their order, we
propose the Mean Overlap Coefficient (MOC) as
an additional evaluation criterion:

1Ql

where Q represents the number of queries, GT
represents the set of ground truth hypernyms, and

1

1 &GPy
Q

MOC =
GT3|

(1)

19Set the value to 6 for our experiments.
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P represents the predictions for a given input term.
The numerator calculates the number of common
hypernyms between the ground truth and predicted
sets, while the denominator ensures that the metric
is normalized by the size of the ground truth set.

For our specific task of generating candidates for
professional annotators, we found the MOC score
to be the most helpful metric as it indicates the
proportion of relevant values predicted regardless
of their order.

We used the same metrics to measure the per-
formance of the Instruction-Following LLaMA.

4. Experimental Results

4.1. WordNet Basis

To link the data from PWN, Wikidata, and Ukrainian
Wikipedia, we implemented a Python scraper us-
ing the web-crawling framework Scrapy (Hoffman
et al., 2008), wtf_wikipedia library (Kelly, 2017)
for Wikipedia parsing, wn package (Goodman
and Bond, 2021), which provides an interface
to WordNet data, and an RDF (Resource De-
scription Framework) query language SPARQL
(Prud’hommeaux and Seaborne, 2008).

We managed to link 17% of the Princeton Word-
Net, resulting in 21,015 synsets forming the founda-
tion of the Ukrainian WordNet. Out of the 127,020
PWNS3.1 synsets, we could link 23% to Wikidata;
subsequently, 17% of those synsets were con-
nected to the Ukrainian Wikipedia. These results
reflect the linking percentage as of April 2023. Due
to the dynamic nature of Wikidata, with its contin-
uous updates and expansions, subsequent itera-
tions of this experiment could yield an even higher
proportion of linked synsets. Table 2 provides an
overview of the general statistics.

# synsets % synsets
PWN3.1 127,020 100%
-> Wikidata 29,730 23%
-> Ukrainian Wiki 21,015 17%

Table 2: General statistics related to the develop-
ment of the Ukrainian WordNet basis, including the
total number of synsets in the PWNB3.1, the number
and percentage of synsets linked to Wikidata and
the Ukrainian Wikipedia.

In addition, we developed a dataset of Ukrainian
Hypernymy Pairs consisting of noun pairs that
express hypernymy relationships between words.
Please, refer to Table 3 for the detailed dataset
statistics. We maintained the partition of hyper-
nyms and hyponyms with their instances that is
offered by PWN in our dataset. In this split, the in-
stance hypernym denotes a reflexive type, while an
instance hyponym represents a specific instance
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of something. For example, the instance hypernym
of Dnipro River is river. We identified a few data
samples where the word on the left is the same
as the word on the right (e.g., <river, river> pair),
resulting from multiple WordNet IDs linking to the
same Wikidata page. To improve the quality of the
dataset, we removed such entries. The dataset'! is
available for public use through the Hugging Face
platform and can be particularly useful for the Hy-
pernym Detection task, which involves presenting
a model with pairs of words and asking it to deter-
mine whether a specific relationship exists between
them.

Relation Type % pairs
Hypernym-Hyponym 6,906
Co-Hyponyms 42,860
Hypernym-Instance 2,971
Co-Instances 22,927

Table 3: Ukrainian Hypernymy Pairs dataset statis-
tics. This table presents the number of word pairs
obtained for each type of relationship.

4.2. Hypernym Discovery

To advance research in the field of hypernym dis-
covery, SemEval-2018 Task 9'?> was organized
(Camacho-Collados et al., 2018). The participants
were asked to build a system that discover suit-
able hypernyms from a target corpus given an in-
put term. The organizers (of the task) provided a
reliable framework for evaluating proposed mod-
els with the IR metrics described in Section 3.4.
To perform Hypernym Discovery in the Ukrainian
language, we adopted the setting provided for this
task.

4.2.1. Dataset Creation

Following the approach of Camacho-Collados et al.
(2018) in SemEval, our data gathering process in-
volved a series of sequential steps, beginning with
the compilation of a vocabulary. Our objective was
to establish an all-encompassing list of prospective
hypernyms by identifying words that appeared at
least five times within the chosen corpus. To do so,
we utilized UberText 2.0'3 (Chaplynskyi, 2023), a
corpus that boasts 31GB of data and around 2.5 bil-
lion tokens, which accurately represents the variety
and abundance of the Ukrainian language.

The original Hypernym Discovery dataset con-
sisted of two main components: input hyponym

11https ://huggingface.co/datasets/
lang-uk/hypernymy_pairs

121'1ttps ://competitions.codalab.org/
competitions/17119

Bhttps://lang.org.ua/en/ubertext/
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along with its type and gold hypernyms. The type
is either a concept (hyponym) or a named entity
(instance). Ultilizing the created Ukrainian Word-
Net basis, we automated the extraction of these
terms, including direct and indirect hypernyms up
to five nodes deep to mirror the original setup. The
refinement process involved:

» Excluding overly broad terms from the upper
levels of the WordNet hierarchy;

» Normalizing entries by removing bracketed in-
formation that comes from the Wikipedia titles;

+ Discarding non-unigram terms;

+ Eliminating entries composed of Latin char-
acters, which usually denote animal species,
plants, etc.;

» Excluding terms without a direct hypernym re-
lation.

We maintained a frequency threshold, requiring
terms to appear at least five times in the UberText
corpus. The classification of input terms, as in-
stances or hyponyms was determined automatically
via synset relation parameters.

The resulting dataset'#, consisting of 4,890 sam-
ples, offers a balanced split for training and test
sets alongside a smaller trial set for developmental
evaluation.

4.2.2. Model Setup

This work employs the supervised part of the Hy-
brid Approach to Hypernym Discovery, developed
by Bernier-Colborne and Barriere (2018) and ac-
cessible on GitHub'S.

To establish a baseline, we utilized 200-
dimensional word2vec embeddings with a skip-
gram model, trained according to the specifica-
tions outlined in the abovementioned research
(HD_Baseline). As the next step, we chose to ex-
plore the fasttext embeddings, which are advan-
tageous for Ukrainians because of their ability to
capture subword information (HD_Fasttext). Hyper-
parameters were based on previous studies (Ro-
manyshyn et al., 2023), and the vector size was
increased to 300 dimensions.

4.2.3. Results

Table 4 summarizes the model's performance
by each metric. Overall, we can see that the
HD_Baseline model performed the best overall, but
HD_Fasttext achieved the highest score in terms
of the MOC metric.

14https ://github.com/lang-uk/wikidrill/
tree/main/hypernymy_discovery/hd_dataset

Bhttps://github.com/gbcolborne/
hypernym_discovery
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4.3. Hypernym Instruction-Following
LLaMA

We utilized a parameter-efficient tuning technique
called low-rank adaptation (LoRA) to fine-tune
LLaMA-7B on hypernymy instructions (Hu et al.,
2021). This approach involves freezing the pre-
trained model’s weights and adding trainable rank
decomposition matrices into each layer of the trans-
former architecture, reducing the number of train-
able parameters for downstream tasks (Maurya,
2023).

4.3.1. Intructions Dataset

We developed instruction datasets of three different
types and ran experiments on them. The data for
Hypernym Discovery was used as a basis. The
main difference is that we merged training and trial
(dev) sets into one.

Lean Approach. Our initial method involved gen-
erating simple prompts that instructed the model
to provide a specific number of hypernyms for a
given term. For example, we would ask the model
to "Generate six hypernyms for ’lavender’.” While
we could generate 2,490 instructions, the model’s
performance was poor.

Full Setup. We improved the instruction set by
creating 19 distinct patterns for each query, us-
ing ChatGPT for initial generation, and manually
validating the results. This approach greatly en-
hanced model performance, resulting in 47,310
input prompts. We utilized various query formats,
including "What are broader terms for lavender’?"
to broaden the model’s comprehension across sim-
ilar phrasings.

Multiple Relations. Building on our enhanced ap-
proach, we introduced instructions for hypernyms,
hyponyms, and co-hyponyms, maintaining 19 hy-
pernym patterns while adding 13 for co-hyponyms
and 14 for hyponyms. This resulted in 78,149 sam-
ples, but we noticed a dip in performance, suggest-
ing potential overgeneralization. Further research
is needed to balance instruction diversity and speci-
ficity effectively.

4.3.2. Results

Our testing across the Lean, Full, and Multiple mod-
els utilized identical input queries and gold hyper-
nyms from the Hypernym Discovery dataset, with
tailored strategies to mitigate specific challenges
encountered in each setup.

For the Lean model, given its simplicity, we ap-
plied a heuristic of repeating each instruction three
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MOC MRR MAP P@1 P@3 P@6
HD_Baseline 26.55 29.23 20.84 25.25 20.22 19.3
HD_Fasttext 27.63 28.7 19.87 2242 19.53 18.76

Table 4: Our Hypernym Discovery systems performance on the test set. HD_Baseline refers to the model
with word2vec embeddings, HD_Fasttext to the one using fasttext. The best score for each model is

marked in bold.

MOC MRR MAP P@1 P@3 P@6
LLaMA_Hypernymy_ Lean 6.38 454 292 3.08 2388 2.8
LLaMA_Hypernymy_Full 41.61 426 36.74 39.0 36.27 35.93
LLaMA_Hypernymy_ Multiple 37.07 3548 31.19 3042 31.72 30.8

Table 5:

The LLaMA fine-tuning results with hypernymy instructions using different setups.

The LLaMA_Hypernymy Lean setup only uses the most basic hypernymy instructions, while
LLaMA_Hypernymy_Full includes 19 instruction patterns for a single input query. In the Multiple setup,
three relation types were used in addition to diverse patterns.

times and aggregating unique hypernym candi-
dates to counteract issues of non-responses or
repetitive outputs. This approach aimed to enhance
result reliability.

In contrast, while not facing duplication issues,
the Full and Multiple setups sometimes produced
no candidates. To address this, we diversified
the testing instruction set, employing four varied
prompts to elicit hypernyms, thus balancing output
richness and relevance. This method prioritized
candidate frequency and maintained the model’s
original proposal order for equally frequent terms,
aligning closely with the evaluative framework of
the Hypernym Discovery task. The prompts were
as follows:

1. Hapmait meni mekisibka TimepoHIMIB 0 CJIOBa
"input_term". (Give me some hypernyms to
the word "input_term".)

2. Hagmait meni mricTh rineponiMis g0 cjiosa "in-
put_term". (Give me six hypernyms to the
word "input_term".)

3. dki cnoBa € rineponiMamMu moHATTH "in-
put_term"? (Which words are hypernyms of
the term "input_term"?)

4. ¢xi 3arajpHi HOHATTS ONUCYIOTH CJIOBO "in-

put_term"? (What general concepts describe
the word "input_term"?)

Table 5 showcases the superior performance
of the LLaMA_Hypernymy_Full model across all
metrics, reflecting the effectiveness of our compre-
hensive and nuanced instruction and evaluation
methodology.

4.4. Error Analysis

In addition to analyzing quantitative results, we
also performed a qualitative evaluation of the out-
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puts produced by our top-performing models based
on MOC scores from our experiments. Figure 2
presents a metrics comparison of HD_Fasttext and
LLaMA_Hypernymy_Full.

HD_ Fasttext

MOC MRR MAP P@1 P@3 P@6

Figure 2: Metrics comparison of the two top-
performing models based on MOC score for all
entity types.

= LLaMA_ Hypernymy_ Full
50.00

40.00

30.00

20.00

10.00

0.00

We randomly sampled several examples from
our testing dataset to further investigate the models’
predictions.

As we can see from Table 6, the model tends
to overfit to frequently occurring hypernyms such
as merpomnoutic (Metropolis), myrinunasiter (Munic-
ipality), aucrpuxr (district), and opranism (organ-
ism), resulting in incorrect predictions. However,
when these candidates are true hypernyms, the
model generally ranks them as the top predictions.
Moreover, the MOC metric proves helpful in cases
where the ground truth contains only one hypernym,
such as the piuxka (river) hypernym for the Opuroko
(Orinoco) query and the model ranks it as the last
candidate. Notably, the model can also suggest



Query ocC HD_Fasttext Predictions
High OC examples
MOJTIOCKH 67 oprauism, 12ka, 6e3xpebeTHi, TUCTPUKT, apTedaKT, POCIUHA
shellfish organism, food, invertebrates, district, artifact, plants
OpuHOKO 100 opranism, JMCTPHUKT, MyHIIIUIAJITET, METPOIIOJIIC, apTedakT, piuka
Orinoco organism, district, municipality, metropolis, artifact, river
Low OC examples
Tinaria 17 JUCTPUKT, OPraHi3M, MyHIIIUIATIITET, apTedaKT, 12Ka, METPOIIOJIiC
Hypatia district, organism, municipality, artifact, food, metropolis
Cando 0 MEeTPOIIOJIiC, apTedaKT, OpraHi3M, JUCTPUKT, MYHIITUIATITET, 12Ka,
Sappho metropolis, artifact, organism, district, municipality, food
Query ocC LLaMA_Hypernymy_Full Predictions
High OC examples
XOJIQHTIT 100 CHMIITOM, 3allaJjeHHsI, XBOpoba,
cholangitis symptom, inflammation, disease
Hekkap 100 piuka
Neckar river
Low OC examples
MeTamMderaMin 0 oriaTH, HAPKOTHUK, AHAJIbI€TUKHI
methamphetamine opiates, narcotic, analgesics
Cenr-/I2k0HC 0 03€epo, piuka

St. John’s

lake, river

Table 6: Examples of predictions made by the HD_ Fasttext and LLaMA_Hypernymy_ Full models, showing
input queries, overlap coefficients (OC), and top predicted hypernyms. High OC values indicate accurate
predictions, while low values reflect mismatches. Correct predictions are underlined.

relevant candidates absent in the ground truth, as
observed in the Low OC Entity examples, where it
proposed oprasnizm (organism) as a hypernym for
Cando (Sappho), which is not the direct hypernym
but still relevant as it is the same case as for query
hyponym Tinaris (Hypatia), where the opranizm
(organism) was present in gold hypernyms.

The instruction-following LLaMA model appears
to be confident in its predictions, often providing the
same answer for four instructions, resulting in fewer
variants of predictions. For instance, it predicts the
single hypernym piuka (river) for the input term
Hekkap (Neckar). Furthermore, in this scenario,
the memorization problem of frequent hypernyms
is less noticeable.

In addition, the model can predict relevant hy-
pernyms that are not present in the ground truth
set, such as xsopoba (disease) for the input word
xonanrit (cholangitis) and mapkoruk (narcotic) for
meramderamin (methamphetamine).

Another challenge the model faces is the ambi-
guity of some hyponyms. For instance, by provid-
ing the hypernym piuxa (river) for the entity Cenr-
Jxonc (St. John’s), the model may have referred
to an actual river in Florida, United States, while
our data referred to a city in Canada.
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5. Discussion and Conclusion

This paper reports on the ongoing efforts in build-
ing the Ukrainian WordNet. We proposed a data-
driven approach for automated hypernym hierarchy
construction. By mapping PWN, Wikidata, and
Wikipedia, we have created a robust foundation
for this new WordNet resource. Additionally, we
have developed a simple Gap Ranking algorithm
to determine the best gap nodes for filling.

To generate candidates for filling the gaps, we
have explored various techniques, including ma-
chine translation that uses the current missing node
in the tree and two others that use information about
its children — Hypernym Discovery and Instruction-
Following LLaMA.

To adapt SemEval 2018 Task 9: Hypernym Dis-
covery to the Ukrainian language, we have created
Hypernym Discovery datasets and utilized an ex-
isting large language corpus Ubertext2.0.

Furthermore, we have investigated the capabili-
ties of state-of-the-art LLMs for solving the Hyper-
nym Discovery task. We have demonstrated how to
construct a sufficiently large set of instructions from
an initial small dataset and how LLMs can be fine-
tuned to create a chatbot-like assistant specializing
in a particular hypernym suggestion task.



5.1.

Please be aware that our work is subject to certain
limitations.

To establish a WordNet basis, we initially mapped
the Ukrainian language to English, which may not
fully capture all linguistic nuances and cultural phe-
nomena and could contain errors. Hence, it is cru-
cial to have further professional verification and
input from linguists.

Another restriction is that, according to our ap-
proach, each obtained synset is represented by
only one lemma due to Wikipedia articles being
primarily represented by one word and linking is
on the synset level. As a result, additional effort is
required to add synonyms to the obtained lemma-
synsets.

Overall, our approach is limited to only creat-
ing hypo-hypernym relations. Further research is
needed to include other lexico-semantic relations.
Nevertheless, it is important to note that the pro-
posed method has the potential to be adapted
for other languages as long as comprehensive
Wikipedia data is available.

Limitations

5.2. Future Work

As creating WordNet is a complex and lengthy pro-
cess, there is ample opportunity for future research
to improve its coverage and quality. To this end, we
have identified critical areas for improvement that
we hope to focus on going forward:

1. One priority is to leverage Wikipedia as a con-
stantly updated resource by rerunning the link-
ing algorithm of Wikidata and Ukrainian Wiki
to obtain more initial pairs. Additionally, we
can independently add links to Wikidata us-
ing annotated gaps, thereby enhancing this
resource.

. Exploring larger LLaMA or other open-source
language models is another promising direc-
tion that can significantly boost performance
on our task.

3. An essential next step is to create a high-
quality and comprehensive manual for annota-
tors, which will take the WordNet development
pipeline to a new level.

Ultimately, WordNet should have a user-
friendly interface accessible to the general pub-
lic.
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