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Abstract

Punctuation restoration is a crucial step after
Automatic Speech Recognition (ASR) systems
to enhance transcript readability and facilitate
subsequent NLP tasks. Nevertheless, conven-
tional lexical-based approaches are inadequate
for solving the punctuation restoration task in
Spanish, where ambiguity can be often found
between unpunctuated declaratives and ques-
tions. In this study, we propose a novel hybrid
acoustic-lexical punctuation restoration system
for Spanish transcription, which consolidates
acoustic and lexical signals through a modu-
lar process. Our experiment results show that
the proposed system can effectively improve
F1 score of question marks and overall punc-
tuation restoration on both public and internal
Spanish conversational datasets. Additionally,
benchmark comparison against LLMs (Large
Language Model) indicates the superiority of
our approach in accuracy, reliability and la-
tency. Furthermore, we demonstrate that the
Word Error Rate (WER) of the ASR module
also benefits from our proposed system.

1 Introduction

Automatic Speech Recognition (ASR) systems are
applied in a variety of industry applications such as
voice assistance and conversation analysis. How-
ever, typical ASR systems avoid producing punctu-
ation marks in the transcripts, which leads to poor
readability and causes ambiguity in the context
(Jones et al., 2003). Therefore, a post-processing
step to restore punctuation marks in transcripts is
critical for speech-based commercial products.

Lexical-based approaches have been extensively
studied in punctuation restoration tasks (Păis, and
Tufis, , 2021). One major advantage of using lexi-
cal features is the availability of a massive amount
of text data that is often well punctuated, such as
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Wikipedia. Most of the existing work on punctua-
tion restoration focuses on English. Spanish is little
studied, although it is the world’s second largest
mother tongue and even has more native speak-
ers than English. Although a handful of work has
addressed Spanish punctuation restoration using
BERT-based approaches in recent years (González-
Docasal et al., 2021; Zhu et al., 2022a), one ma-
jor challenge in restoring punctuation marks for
languages like Spanish has not been fully tackled:
the rich morphology of Spanish allows speakers to
omit subject pronouns and order words in sentences
more freely than in English, which forces Spanish
speakers to rely more on prosodic features when
distinguishing questions from declarative sentences.
These characteristics present a unique challenge
from an NLP perspective when written transcripts
are the main source of information for models.

In order to address the challenges in predicting
Spanish question marks and improve the overall
punctuation restoration accuracy, we introduce a
hybrid punctuation restoration system leveraging
both acoustic and lexical signals for Spanish con-
versations. While previous work on multimodal
methodologies often requires large-scale, parallel
audio-text data (Klejch et al., 2017), or additional
audio encoding and fusion steps (Sunkara et al.,
2020), our approach employs the conventional mod-
ular ASR-NLP setup in industry applications with
no additional computational cost. Moreover, our
system allows independent training of ASR and
NLP modules, eliminating the need for massive
parallel training resources. The main contributions
of this paper are as follows:

1. Evaluate the impact of including punctuation
in Spanish ASR training data on Word Error
Rate (WER).

2. Propose a hybrid system for Spanish punc-
tuation restoration leveraging ASR and NLP
sequentially.
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3. Demonstrate the effectiveness of our system
by achieving up to a 2.1% relative reduction
in Word Error Rate (WER) for the Spanish
ASR decoder, improving question mark pre-
diction F1 score by over 4% absolute, and
consequently enhancing overall punctuation
restoration accuracy on internal and public
datasets from the Linguistic Data Consortium
(LDC) (Graff et al., 2010a,b), also outperform-
ing top LLMs (Large Language Model) in
terms of accuracy, reliability and latency.

2 Background

2.1 Related Work

Punctuation restoration is often formulated as a se-
quence labeling task, where punctuation marks are
predicted at appropriate positions in a sequence of
words. Early studies used lexical-based methods
such as n-gram language models (Gravano et al.,
2009) and Conditional Random Fields (CRF) (Lu
and Ng, 2010). More recently, long short-term
memory (LSTM) (Hochreiter and Schmidhuber,
1997) and pre-trained large language models have
been used (Xu et al., 2016; Devlin et al., 2019; Fu
et al., 2021). Some works (Guan, 2020; O’Neill
et al., 2021) proposed a speech recognition sys-
tem with direct punctuation output, but it is unclear
whether this approach is more effective than a tra-
ditional lexicon-based approach. For Spanish, a
multilingual LSTM-based approach was studied in
(Li and Lin, 2020). (Zhu et al., 2022a) proposed a
transformer-based architecture with transfer learn-
ing to overcome the Spanish resource limitation
and (González-Docasal et al., 2021) integrated si-
lence embedding into BERT; however, as far as we
are aware, no study has yet investigated the use of
a hybrid approach incorporating acoustic input for
the task of Spanish punctuation restoration.

Recent advances in LLMs such as ChatGPT1,
GPT42 and PaLM23 have reshaped the approaches
for many NLP tasks. (Qin et al., 2023) found that
ChatGPT performs well on tasks favouring rea-
soning capabilities while still faces challenges in
sequence tagging tasks. (Lai et al., 2023) studied
the multilingual capability of ChatGPT and found
that it shows less optimal performance compared to

1https://openai.com/blog/chatgpt
2https://openai.com/gpt-4
3https://blog.google/technology/ai/

google-palm-2-ai-large-language-model/

task-specific models in different languages. How-
ever, the application of LLM in punctuation restora-
tion task has not been studied yet to the best of our
knowledge.

2.2 Ambiguity in Unpunctuated Spanish Text
Identifying Spanish questions from unpunctuated
text is a challenging task. There are three relevant
sociolinguistic features to consider for question
identification in Spanish.

First, declarative sentences can occasionally be-
come questions on intonation and context alone;
e.g. ustedes no pueden mandar un cheque con
la orden can be either a declarative or a question.
This is true even for its English counterpart – both
Can’t you send a cheque with the order? and
You can’t send a cheque with the order? are
well-formed – but the phenomenon is extremely
common in Spanish (Brown and Rivas, 2011; Ray-
mond, 2015; Cuza, 2016). In fact, in Caribbean
Spanish, it is becoming increasingly more common
to see questions like ¿ustedes no pueden man-
dar un cheque con la orden? (You can’t send a
cheque with the order?), which has typical declar-
ative syntax, rather than ¿no pueden ustedes man-
dar un cheque con la orden? (Can’t you send a
cheque with the order?), which uses subject-verb
inverted order (Brown and Rivas, 2011).

Second, Spanish morphosyntax also allows the
reverse to occur: that is, declarative sentences
can have subject-verb inversion too (Mackenzie,
2021), meaning that the question no pueden ust-
edes mandar un cheque con la orden above is
also a perfectly well-formed declarative sentence.

Third, Spanish is a pro-drop language: due to
richly-inflected morphology, it is possible to drop a
subject pronoun entirely, using a verb’s suffix alone
to identify its subject – and removing the possibility
of subject-verb inversion. For instance, the above
example could easily become no pueden mandar
un cheque con la orden or ¿no pueden mandar
un cheque con la orden? . In a small survey of our
own data, we reviewed 200 utterances, in which
there were 180 questions, of which 125 (69%) were
pro-dropped – leaving only 55 questions with a
fully realized subject noun or pronoun.

These facts make subject-verb inversion a much
less helpful tool for definitively identifying ques-
tions in Spanish than it is for English, which con-
sequently limits the performance of lexical-based
NLP models in the Spanish punctuation restoration
task. We also know that Spanish speakers them-
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Figure 1: Overview of our hybrid punctuation restoration system, showing the example of an ambiguous unpunctuated utterance
"okey los sábados están abiertos" (can be interpreted as "OK, they are open on Saturdays." or "OK, are they open on Saturdays?")
processed as "Okey, ¿los sábados están abiertos?"

selves do not rely on lexical information alone to
distinguish questions from declaratives: evidence
suggests that acoustic features are measurably dif-
ferent when the speaker intends an utterance as a
question rather than a declarative, and that this
is true across many varieties of Spanish (Face,
2005; Willis, 2007; Lee and M.A., 2010; Arm-
strong, 2017).

3 Method

3.1 System Overview

Our hybrid punctuation restoration system is used
in a Spanish call center product. In the real-time
system pipeline, the audio from customer support
phone calls is first transcribed by the ASR mod-
ule, then text output is fed into the downstream
NLP module. Instead of adding an extra acoustic
encoder and combining it with a lexical encoder
as proposed in (Sunkara et al., 2020; Zhu et al.,
2022b), we directly train the ASR decoder to pre-
dict target punctuation marks. The ASR punctu-
ation predictions (acoustic-based) are combined
with the NLP module predictions (lexical-based)
via a probability thresholding process. A heuristic-
based post-processing step is then applied to make
corrections in the prediction as the final step. Our
system is illustrated in Figure 1. The set of Span-
ish punctuation marks predicted by the system are:
OPEN_QUESTION (¿)4, CLOSE_QUESTION (?),
COMMA (,), PERIOD (.), and NONE (for tokens
that have no associated punctuation marks).

4An open question mark (¿) is used at the start position of
a question in Spanish

3.2 Acoustic-based Prediction

Acoustic features, including intonation and
prosody, play an important role in distinguishing
declarative and interrogative sentences in Spanish,
as described in section 2.2. In order to leverage
our ASR module to directly predict punctuation
marks from the speech signal, we keep each tar-
get punctuation mark in our ASR training data
and treat it as an individual token by separating it
from surrounding words; an example of predicting
CLOSE_QUESTION is shown in Figure 1. Note
that we omit OPEN_QUESTION from the training
data since it can mostly be restored by heuristics in
the following post-processing step.

We use an End-to-End based ASR system
provided by the Nemo toolkit (Kuchaiev et al.,
2019). The applied Conformer-CTC architecture
is slightly different from the original Conformer
architecture (Gulati et al., 2020), where the LSTM
decoder is replaced with a linear decoder. The en-
coder uses CTC (Connectionist Temporal Classifi-
cation) loss (Graves et al., 2006) instead of RNNT
(RNN-Transducer) (Graves, 2012) which makes
it a non-autoregressive model. For word predic-
tion, we use an in-house streaming decoder with
language model shallow fusion.

3.3 Lexical-based Prediction

The lexical-based approach is capable of predicting
all supported punctuation marks outlined in section
3.1, which consumes unpunctuated transcribed text
emitted from the ASR module as shown in Figure 1.
For the NLP module utilized in this lexical-based
prediction, we follow the similar structure as uti-
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lized in (Zhu et al., 2022a) and (Fu et al., 2021),
which is a fine-tuned mBERT (multilingual BERT)
(Devlin et al., 2019) with an additional token classi-
fication head. The output of the prediction indicates
the appropriate punctuation marks to be attached
to the corresponding input token. Additionally, a
probability score (illustrated as p in Figure 1) is
also computed for each token using a softmax layer
on top of the prediction logits, which reflects the
confidence of each predicted punctuation mark in
the lexical-based prediction.

Algorithm 1 Thresholding algorithm

Input:
Preda: acoustic-based prediction
Predl: lexical-based prediction
Pl: probability score of Predl
Tquestion & Tdeclarative: hyperparameters
Output:
Predc: consolidated prediction
Where:
C_Q: CLOSE_QUESTION

if Preda == C_Q and Predl in {PERIOD, COMMA}
then

if Pl ≤ Tdeclarative then
Predc ← C_Q

else
Predc ← Predl

end if
else if Preda != C_Q and Predl == C_Q then

if Pl ≤ Tquestion then
Predc ← PERIOD

else
Predc ← C_Q

end if
else

Predc ← Predl
end if

3.4 Hybrid Prediction
To consolidate the results from both acoustic-based
and lexical-based predictions, we introduce a prob-
ability thresholding step based on the probabil-
ity score generated by the lexical-based predic-
tion. Our approach focuses on improving Span-
ish question prediction, which employs a set of
threshold values Tquestion and Tdeclarative as hy-
perparameters. These thresholds represent the min-
imal probability score the lexical-based prediction
needs to have when conflicting with acoustic-based
prediction. The detailed thresholding algorithm
is illustrated in Algorithm 1. The optimal values
of Tquestion and Tdeclarative are identified through
grid search towards the development dataset in our
experiment5.

5We found [0.7, 0.8] is usually a reasonable range to start
with for both Tquestion and Tdeclarative in our experiments.

A heuristic-based post-processing step (de-
tails in Appendix A.1) is also applied after
probability thresholding to mitigate the error
caused by unmatched OPEN_QUESTION and
CLOSE_QUESTION in the prediction. For ex-
ample, as illustrated in the hybrid prediction
result in Figure 1, an OPEN_QUESTION is
added on the first token of the word chunk los
sábados están abiertos? after an unmatched
CLOSE_QUESTION is created after the thresh-
olding process.

4 Experiment

4.1 Datasets

We conduct our experiment using a variety of data
resources. Since the proposed system is used in our
call center product, the in-domain data resource is
our internal audio recording and human-annotated
transcripts from real customer support calls in Span-
ish. This internal data resource consists of 50 hours
of audio and around 10,000 rows of correspond-
ing transcribed utterances (more statistical detail is
available in Appendix A.2). Apart from our internal
dataset, Linguistic Data Consortium (LDC) Span-
ish Fisher corpora (Graff et al., 2010a,b) is also
added as a supplementary resource for real-life hu-
man conversations, which has approximately 160
hours of audio with 130,000 rows of transcribed
utterances from Spanish telephone conversations.
Out of both LDC and our internal data, we leave
out 10% and 5% as test and development sets re-
spectively in our experiments. Note that in order
to evaluate the performance of our system on refer-
ence transcripts, we leverage Levenshtein distance
to align punctuation marks from each ASR hypoth-
esis to reference transcript in acoustic-based pre-
diction during our evaluation process on the test
set.

Additionally, the open-sourced Spanish datasets
from Openslr (Guevara-Rukoz et al., 2020;
Kolobov et al., 2021) and Common-voice (Ardila
et al., 2019) are used in ASR training as well, which
collectively provide 1200 hours of audio. A subset
of 80,000 utterances were also randomly sampled
from the Spanish OpenSubtitle corpus (Lison and
Tiedemann, 2016) and added as an extra text-only
dataset into the NLP module training process to im-
prove the accuracy of lexical-based prediction. All
text-based resources are also used in the language
model for the in-house streaming ASR decoder.
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Baseline ASR w/ C_Q ASR w/ all
Public 15.77 15.44 (-2.1%) 16.53 (+4.8%)
Internal 26.81 26.36 (-1.7%) 27.95 (+4.3%)

Table 1: WER and relative changes compared to the baseline
on public (LDC) and internal datasets, where the Baseline
performance is evaluated by the ASR module trained without
punctuation. ASR w/ C_Q: ASR module trained with only
CLOSE_QUESTION; ASR w/ all: ASR module trained with
CLOSE_QUESTION, PERIOD and COMMA.

Reliability Latency (s)
ChatGPT-few 92.4% 1.13
ChatGPT-zero 87.9% 1.10
PaLM2-few 28.7% 0.56
PaLM2-zero 28.6% 0.49
Our system (excl. ASR) - 0.04

Table 2: Reliability and Latency comparison between LLM
APIs (with both zero- and few- shot prompting) and our system
(excluding ASR latency), averaged over all internal and public
test samples. Latency shown as "seconds per input utterance".

4.2 Experiment Setup
For the ASR module, we use the Nemo
(Kuchaiev et al., 2019) Spanish model
STT_Es_Conformer_CTC_Large as the
pre-trained model. The presented model is
fine-tuned for 20 epochs, with the Adam optimizer
(Kingma and Ba, 2014) and no weight decay. The
Noam learning scheduler (Vaswani et al., 2017) is
used with a warmup of 100 steps and a learning
rate of 0.01.

In consideration of the real-time inference speed,
we take only the bottom 6 layers of bert-base-
multilingual-cased from Hugging Face
(Wolf et al., 2020) library as the backbone of our
NLP module. The 6-layer mBERT is then fine-
tuned through a token classification task using all
lexical training data described in section 4.1. The
NLP module is trained using the Adam optimizer
with 4 epochs and a learning rate of 3e-5.

In the subsequent sections, all assessments are
performed utilizing a single Intel Xeon 2.20GHz
CPU, 1.5G memory and under identical network
connection condition.

5 Results

5.1 Evaluation on Speech Recognition
We first evaluate the performance impact by in-
troducing CLOSE_QUESTION prediction in our
ASR module. Word-Error-Rate (WER) is a stan-
dard metric for the ASR system. A lower word
error rate shows superior accuracy in speech recog-
nition, compared with a higher word error rate.
To accurately determine the word error rate of

the ASR module, free from punctuation interfer-
ence, we exclude all punctuation marks in both the
ASR hypothesis and reference transcripts while
evaluating. Table 1 shows WER on both test
sets. Compared to our baseline, the ASR mod-
ule trained only with CLOSE_QUESTION shows
2.1% and 1.7% WER improvement in public (LDC)
and the internal test set respectively, which indi-
cates that our ASR module can learn better acous-
tic features of Spanish interrogative sentences by
keeping CLOSE_QUESTION in training data. In
addition to predicting CLOSE_QUESTION, we
also conduct a second experiment to keep all
CLOSE_QUESTION, COMMA and PERIOD in
the ASR module, but this unexpectedly increases
the WER by up to 4.8%, which is not a tolerable
performance deterioration for our production use.
Therefore, we only focus on CLOSE_QUESTION
prediction from the ASR module in our design.

5.2 Evaluation on Punctuation Restoration
In order to assess the comprehensive proficiency
of our system in restoring Spanish punctuation, we
conduct a benchmark test against some leading
LLMs available on the market. First, we evaluate
and compare the runtime performance of produc-
ing Spanish punctuation marks from unpunctuated
transcripts between (a) utilizing commercial LLM
APIs (ChatGPT and PaLM2) and (b) executing our
proposed system. Our evaluation criteria for this
analysis include two metrics: (1) Reliability: the
percentage of the results where the original input
words can be extracted without any modification or
reordering (except casing changes), to measure the
impact of the LLM hallucination or other undesired
outcomes. (2) Latency: the elapsed time to receive
responses from API calls for ChatGPT and PaLM2,
as well as the total execution time of our lexical and
hybrid prediction (excluding ASR latency), under
the same environment setting as stated in section
4.2. Table 2 presents the Reliability and Latency
comparison, it is clear that except our proposed
system, all LLM APIs exhibit various levels of reli-
ability concerns. Additionally, our system shows
much lower latency compared to API calls. It is
also noteworthy that Reliability of PaLM2 stands at
a mere 28% in both zero- and few- shot prompting,
suggesting that it is not suitable for the Spanish
punctuation restoration task. Details on the API
call setup and prompts are listed in Appendix A.3
and A.4.

Table 3 presents the comprehensive F1 score
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Public (LDC) data Internal data
Lexical Acoustic ChatGPT-

zero
ChatGPT-

few
Hybrid Lexical Acoustic ChatGPT-

zero
ChatGPT-

few
Hybrid

C_Q 54.0 51.5 13.5 13.9 58.2 47.3 28.2 24.4 28.6 51.7
O_Q 50.6 - 11.1 11.7 52.7 44.5 - 22.9 25.4 47.0

COMMA 60.8 - 43.5 51.0 60.7 68.9 - 47.2 60.4 69.0
PERIOD 87.7 - 58.6 58.8 88.0 83.6 - 59.5 72.4 83.8
Overall1 74.49 - 44.92 49.57 74.83 72.29 - 48.04 61.20 72.61
1Micro average of all punctuation

Table 3: F1 score comparison over all punctuation marks with different approaches. C_Q: CLOSE_QUESION; O_Q:
OPEN_QUESTION; Lexical: lexical-based prediction; Acoustic: acoustic-based prediction; Hybrid: our proposed hybrid system
with consolidated prediction; ChatGPT-few/zero: ChatGPT with few/zero-shot prompting, details in Appendix A.

Public (LDC) data Internal data
Lexical Acoustic Union Threshold Lexical Acoustic Union Threshold

Precision 48.0 65.32 47.0 53.1 63.7 98.43 66.0 66.1
Recall 61.7 44.1 71.1 64.3 37.7 16.4 42.1 42.4

F1 54.0 51.5 56.5 58.2 47.3 28.2 51.4 51.7
219.3% of the True Positive prediction is ambiguous in unpunctuated text, and not identified as questions by Lexical.
332.3% of the True Positive prediction is ambiguous in unpunctuated text, and not identified as questions by Lexical.

Table 4: F1, precision and recall comparison on CLOSE_QUESTION using different approaches. Lexical: lexical-based
prediction; Acoustic: acoustic-based prediction; Union: the union of CLOSE_QUESTION predictions from both lexical and
acoustic prediction; Threshold: our proposed thresholding process to consolidate lexical and acoustic predictions.

performance of our punctuation restoration system
and LLM API6 on both public and internal datasets.
Note that we also show the performance of the stan-
dalone lexical module which represents the conven-
tional BERT-based lexical-only structure used in
recent punctuation restoration studies (Zhu et al.,
2022a; Fu et al., 2021). It is clear that both lexical
and hybrid predictions demonstrate a substantial
accuracy advantage over ChatGPT. Moreover, the
hybrid approach, enhanced by the improvements
in CLOSE_QUESTION of up to 4.4%, exhibits
varied degrees of F1 score improvement for all
other punctuation marks after our thresholding and
post-processing step outlined in section 3.4. Conse-
quently, our proposed hybrid system outperforms
the lexical-only approach by 0.34% and 0.32% ab-
solute in overall F1 score respectively on public
and internal datasets.

To better illustrate the enhancement on
CLOSE_QUESTION from our hybrid system, we
additionally provide precision, recall and F1 score
details on CLOSE_QUESTION in Table 4. Al-
though with a lower F1 score, acoustic-based pre-
diction exhibits a higher precision in predicting
CLOSE_QUESTION compared to lexical predic-
tion in both testing datasets. In addition, up to
32.3% of True Positives from the acoustic predic-

6Only reliable outcomes from ChatGPT are evaluated.
PaLM2 is left out in this evaluation as it cannot produce reli-
able results of a large enough size to establish a meaningful
comparison, due to its low Reliability.

tion is ambiguous in unpunctuated text and does
not overlap with that in lexical prediction. In or-
der to demonstrate the effectiveness of our pro-
posed thresholding process to consolidate acous-
tic and lexical predictions as described in sec-
tion 3.4, we compare it with a naive union of the
two on CLOSE_QUESTION. Table 4 shows that
Thresholding consistently outperforms Union in
both datasets. As a result, with our thresholding
approach, the F1 score for CLOSE_QUESTION is
noticeably improved by 4.2% and 4.4% compared
to lexical-only prediction across public and internal
datasets respectively.

6 Future Work

From the evaluation result in section 5.1, con-
trary to the WER improvement when predicting
only CLOSE_QUESTION by the ASR module,
we discovered a WER deterioration when adding
COMMA and PERIOD to the prediction. Future
work may focus on establishing a possible cause for
this change. In addition, lexical ambiguity between
questions and declarations exists beyond Spanish;
thus, a natural next step would be evaluating our
system in other human languages.

7 Conclusion

In this study, we propose a hybrid acoustic-lexical
punctuation restoration system for Spanish conver-
sational transcripts, with a focus to address the am-
biguity in unpunctuated Spanish questions. The
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proposed system leverages an ASR decoder to
make direct predictions of Spanish question marks,
which are later consolidated with lexical predic-
tions from an NLP module. We evaluate the system
on both internal and public datasets and show that
it can effectively enhance Spanish question marks
prediction, and consequently improve the over-
all punctuation restoration accuracy. Additional
benchmark indicates that our proposed system out-
performs some top LLMs in accuracy, latency and
reliability. Furthermore, we demonstrate that keep-
ing question marks in the ASR decoder vocabulary
results in an improved WER of the ASR module
alone.

8 Ethical Considerations

During our internal data collection process, we im-
plement a data retention policy for all our users,
such that user consent is obtained prior to any data
collection. In addition, we have ensured that all
the annotators involved in the transcription pro-
cess of our internal dataset are paid with adequate
compensation. Moreover, to protect the privacy
and confidentiality of individuals, the dataset un-
derwent further processing to remove any sensitive,
personal, or identifiable information.
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A Appendix

A.1 Heuristic-based post-processing
As mentioned in 3.4, we apply the following
heuristic-based steps to post-process the prediction
result:
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1. Convert all unmatched OPEN_QUESTION to
NONE in the prediction.

2. For all unmatched CLOSE_QUESTION,
change the prediction of the first token in the
continuous word chunk (the longest continu-
ous word sequence where no punctuation is
predicted in-between) to OPEN_QUESTION.

A.2 Description of our internal dataset
Our internal data is collected from audio record-
ings of Spanish customer support conversations,
covering a large range of domains such as retail,
technology, automotive and professional services.
Our primary focus lies within the North Ameri-
can region, including both Mexican and American
accents. The audio duration of the dataset totals
around 50 hours. For ASR training purposes, each
individual audio clip is broken down into segments
based on audio silence, with a maximum of 2 min-
utes and averaging approximately 18 seconds. Au-
dio clips are also transcribed by the annotators to
create text data for NLP training. We provide the
statistical summary on the length of the transcribed
utterances in Table 5.

mean medium min max std
num of words 43.4 38.0 1.0 231.0 25.4

Table 5: Statistical summary on length of the utterances in
our internal dataset.

A.3 API call setup
We use gpt-3.5-turbo for ChatGPT and
text-bison@001 for PaLM2 in API calls. For
both models, temperature is set as 0.2 while
the maximum token length of output (named as
max_tokens in ChatGPT and maxOutputTokens in
PaLM2) is configured as 1024.

A.4 Prompt
The following prompts are used in our experiments
when calling LLM APIs:

Few-shot prompting:
Without any explanation or modification,

add punctuation to the following Spanish

transcript from human conversations, use

only punctuation marks from this list:

comma(,), period(.), open_question(¿)

and close_question(?). Return the punc-

tuated utterance only. Here are some

examples:

### Input: {Unpunctuated Spanish Utter-

ance 1}

### Output: {Punctuated Spanish Utter-

ance 1}

### Input: {Unpunctuated Spanish Ut-

terance 2}

### Output: {Punctuated Spanish Utter-

ance 2}

### Input: {Unpunctuated Spanish Ut-

terance 3}

### Output: {Punctuated Spanish Utter-

ance 3}

Now, add punctuation marks to:

### Input: {text}

### Output:

Zero-shot prompting:
Without any explanation or modification,
add punctuation to the following Spanish
transcript from human conversations, use
only punctuation marks from this list:
comma(,), period(.), open_question(¿)
and close_question(?). Return the punc-
tuated utterance only.

Add punctuation marks to:

### Input: {text}

### Output:

where we put the unpunctuated test utterance
in the text field. Note that in all of our experi-
ments, we use three in-context examples for few-
shot prompting. In addition, we make sure to sam-
ple utterances with presence of all targeted punc-
tuation marks in these three in-context examples.
Note that both zero-shot and few-shot prompting
are used in the evaluation results as presented in
Table 3 and Table 4.
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