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Abstract

Explanatory images play a pivotal role in acces-
sible and easy-to-read (E2R) texts. However,
the images available in online databases are not
tailored toward the respective texts, and the cre-
ation of customized images is expensive. In
this large-scale study, we investigated whether
text-to-image generation models can close this
gap by providing customizable images quickly
and easily. We benchmarked seven, four open-
and three closed-source, image generation mod-
els and provide an extensive evaluation of the
resulting images. In addition, we performed
a user study with people from the E2R target
group to examine whether the images met their
requirements. We find that some of the models
show remarkable performance, but none of the
models are ready to be used at a larger scale
without human supervision. Our research is an
important step toward facilitating the creation
of accessible information for E2R creators and
tailoring accessible images to the target group’s
needs.

1 Introduction

Easy-to-read (E2R) and its German derivative Le-
ichte Sprache (Easy Language) are accessibility-
and readability-enhanced versions of language.
They follow a strict ruleset and are targeted at peo-
ple with disabilities, learning difficulties, or low
literacy (DIN-Normenausschuss Ergonomie, 2023).
The creation of a more accessible version of an
original text is called text simplification (TS). Since
this process is laborsome, previous work explored
the applicability of large language models to facil-
itate or even automatize the creation of E2R texts
(Madina et al., 2023). For German Easy language,
Schomacker et al. (2023) investigated how well
the currently available, text-oriented models and
datasets comply with the ruleset of German Easy
language and multiple open-source automatic TS
models for German exist (Anschiitz et al., 2023;
Stodden et al., 2023).

Human-created reference data
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Figure 1: Overview of our approach: We selected a
human-created reference dataset that was validated by
the target group already. Based on the images’ titles
and descriptions, we used seven different text-to-image
models to recreate the original images. Then, we evalu-
ated the generated images across multiple aspects using
automated and human evaluation.

© JSCHKA Kommunikationsdesign | www.jschka.de

However, one important feature of E2R texts
is that they are illustrated with images that im-
prove and facilitate the text’s understanding even
further. The guidelines in the DIN-SPEC 33429
(DIN-Normenausschuss Ergonomie, 2023) recom-
mend that these images should be created specif-
ically for each text and that they should be up-to-
date and close to the target group’s everyday life.
Even though large image databases exist' that were
reviewed and validated by the target group, these
images were created for a general purpose and can-
not be altered by the text creators. In addition,
while human artists are unchallenged in creating

1e.g. https://www.lag-sb-rlp.de/projekte/
bildergalerie-leichte-sprache
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the most targeted and realistic images, their em-
ployment is financially infeasible for most E2R
translators. Therefore, our work explores whether
text-to-image (T2I) models can solve this problem
by creating quickly available, flexible, and cheap
images. An overview of our approach is presented
in Figure 1.

Our contribution can be summarized as follows:

* We benchmark seven text-to-image models
(four open-sourced and three closed-source)
on their ability to create images for accessible
communication.

* The resulting images are published as a
dataset consisting of 2,217 images®. This
dataset is relevant for text creators searching
for a large and diverse image database as well
as for Al researchers who want to train models
or evaluation metrics for this task.

* We manually reviewed 560 images and anno-
tated them by their closeness to the prompt,
correctness, bias toward people with disabili-
ties, and suitability for the target group. Our
findings indicate that the quality of the gen-
erated images is highly dependent on the de-
picted content and the T2I models used and
that even the best models cannot be utilized
for a broader scale without further restrictions.

* We conducted a user study with seven people
from the target group and report their opinions
and preferences about the generated images.

2 Related work

Previous work has utilized images to enhance text
accessibility, particularly in fields such as language
learning. Geislinger et al. (2023) developed an
iPad app for language learners that included an
eye-tracking feature. When a reader focused on a
word for a longer time, they retrieved a picture il-
lustrating that word and showed it next to the text to
improve the text’s understanding. Similarly, Singh
et al. (2023) and Schneider et al. (2021) focused
on retrieving images for textbooks to improve the
learning experience and make the books more ap-
pealing. To train and benchmark those retrieval
models, Wang et al. (2022) published the MOTIF
dataset. The dataset consists of sentences with
complex words within the sentences and images

Zhttps://github.com/MiriUll/Image-Generation-for-
Accessible-Communication
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that represent the context of the sentences. The
complex word is highlighted within the images to
give an easy-to-grasp explanation of those complex
words. However, all of the previous methods only
search for images in existing image databases and
explore the capabilities of image retrieval methods.
In contrast to this, our focus lies on the generation
of new images and benchmarking models to cre-
ate those images. A similar task was proposed by
Kiesel et al. (2024), who tried to strengthen argu-
mentation chains by providing images supporting
the argument’s premise. Nevertheless, to the best of
our knowledge, this is the first work to explore im-
age generation to automatically enhance accessible
communication.

There exist multiple studies about the character-
istics of image generation models, but none of them
addresses their applicability to accessible commu-
nication. Mack et al. (2024) benchmarked differ-
ent T2I models like DALL-E 2, Stable Diffusion,
and Midjourney about how they depict disabilities.
Even though the prompts described different forms
of disabilities, the models mostly depicted disabled
people as sitting in wheelchairs. The findings were
repeated in the study from Tevissen (2024). The au-
thor investigated the latest Stable Diffusion check-
points, SDXL and Stable Diffusion 3, DALL-E 3,
and Midjourney. Again, people with disabilities
were depicted very stereotypically: as old and sad
people sitting in wheelchairs.

In our study, we include people from the target
group and also report their perspectives on image
generation models for accessible communication.
Similar user studies were conducted in previous
work. Huh et al. (2023) aim to make image gener-
ation as a process more accessible. They created
a framework called GenAssist, in which blind and
low-vision creators can ask questions about the
image to determine whether the image generation
models followed their prompts or whether addi-
tional content was added. A user study with the
target group proved that the tool made visual cre-
ations more accessible. Another target group study
was conducted by James Edwards et al. (2021),
who worked with people with disabilities and asked
them how their disability should be depicted in gen-
erated images. They especially focused on disabil-
ity descriptions and the best level of detail for these
descriptions. Similarly, Das et al. (2024) worked to-
gether with image creators and screen reader users
to evaluate images’ alt texts from different perspec-
tives. They report that manually created alt texts
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are often too subjective and that prompts for T2I
models cannot be used as alt text alternatives.

3 Methodology

Our study investigates whether the latest T2I mod-
els can create images suitable for E2R texts. For
this, we use an open-source database of images for
German Easy language and try to recreate the im-
ages based on their title and descriptions. Most of
the images in E2R image databases are cartoon im-
ages since they are often easier than photo-realistic
images, and the readers don’t get confused by ac-
tual people. Therefore, we only focus on the gener-
ation of cartoon images as well.

3.1 Reference dataset

Our target dataset is the publicly available Leichte
Sprache image gallery? from the LAG Selbsthilfe
von Menschen mit Behinderungen und chronischen
Erkrankungen Rheinland-Pfalz e.V. (State working
group for self-help for people with disabilities and
chronic illnesses Rhineland-Palatinate, Germany),
a state-level organization uniting self-help associa-
tions and groups of individuals with disabilities or
chronic illnesses and their relatives. It offers 413
images within 16 categories drawn by the artist Ju-
liane Kriegereit*. The images were created for E2R
texts and reviewed by the target group. An example
image is shown in Figure 2. The images’ license
is very permissive to enable content creators to il-
lustrate their texts. The categories are targeted to
people with disabilities and cover areas like assist-
ing technologies, diseases, and body parts. Each
picture comes with a topic that is depicted and a
description of the image’s contents.

For our experiments, we randomly selected five
images per category, yielding a dataset of 16 x 5 =
80 reference images in total. We translated the im-
age titles and descriptions into English using Chat-
GPT (OpenAl et al., 2024) since some image gen-
eration models only work with English prompts.

3.2 Text2Image models

Our model selection featured a mix of open and
closed-source models, SOTA and older models, as
well as models of various sizes, culminating in a
comprehensive evaluation of seven models in total.
An overview of the models can be found in Table 3
in the Appendix.

3https://www. lag-sb-rlp.de/projekte/

bildergalerie-leichte-sprache
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Figure 2: Example image for the word “Inclusion” from
the Leichte Sprache image gallery. The image descrip-
tion is “A group of very different people with and with-
out disabilities is sitting at a table and eating together.”
© JSCHKA Kommunikationsdesign | www.jschka.de

We constructed the model prompts as “Cartoon
picture of {title} - {description}” where we filled
the placeholders with the values from the dataset
and used the same prompts for all models.

For the open-sourced models, we utilized vari-
ous versions of Stable Diffusion (Rombach et al.,
2022) and Wiirstchen (Pernias et al., 2024). Stable
Diffusion v1.4, v2.1 base, and v3 were employed to
generate 512x512 pixel images. For SD3, we used
the default parameters optimized for the output
quality: num_inference_steps was configured to 28,
defining the number of denoising steps the model
takes during image generation. A higher number of
inference steps generally leads to finer details and
improved image quality. Additionally, the guid-
ance_scale was set to 7.0, indicating the strength
of the conditioning on the input text prompt. A
higher guidance scale helps produce images that
are more closely aligned with the given text de-
scriptions, ensuring the semantic accuracy of the
generated images.

Wiirstchen (Pernias et al., 2024) is another diffu-
sion model where the text-conditional component
functions within a significantly compressed latent
space of images, attaining a 42x spatial compres-
sion. This enables the model to be much more
time- and memory-efficient, significantly reducing
training and inference time. Wiirstchen was used
to produce higher-resolution images at 1024x1024
pixels, using a prior_guidance_scale set to 4.0,
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which similarly influences the model’s adherence
to the textual input.

For the closed-sourced model we focused on
DALL-E-3 (Ramesh et al., 2021), Midjourney S
and Artbreeder . We accessed DALL-E-3 through
the Bing Image Creator by Microsoft 7, which Mi-
crosoft states is powered by an advanced version
of the DALL-E model. We used the free version,
which allows 15 prompts per day. For Artbreeder,
we use the Composer model, which is a GAN ar-
chitecture (Goodfellow et al., 2020) incorporating
elements of BigGAN (Brock et al., 2019) and Style-
GAN (Karras et al., 2021).

3.3 Evaluation

We evaluated our generated images on different as-
pects, which include the closeness to the reference
images, how well the models follow the image de-
scription in the prompt, and the image correctness.

The most popular automatic evaluation metric to
measure the quality of a generated image is the
Inception Score (Salimans et al., 2016). How-
ever, it compares the generated images against
photo-realistic reference images from the CIFAR-
10 dataset that are limited in the items they depict.
Hence, the inception score is not suitable for our
cartoon-style images (Proven-Bessel et al., 2021;
Barratt and Sharma, 2018). To automatically assess
the quality of our generated images, we used the
Fréchet Inception Distance (FID). In contrast to the
inception score, FID compares the generated im-
ages against a set of user-selected reference images.
It estimates the distributions of the reference and
generated image sets and reports the distance be-
tween the two distributions. Therefore, a lower FID
score indicates better matches with the reference
images and, thus, a better overall image quality. For
our experiments, we used the FID implementation
by PyTorch Lightning®.

The second aspect of our evaluation is how well
the generated images follow the image descriptions.
For this, we evaluate two different metrics. The first
metric is Contrastive Language-Image Pre-training
(CLIP), which is trained to determine if an im-
age and a text are paired together (Radford et al.,

Shttps://www.midjourney.com/ Last accessed: Jul
2024
6https://www.artbreeder.com/ Last accessed: Jul

2024
"https://www.bing.com/images/create
cessed: Jul 2024
8https ://lightning.ai/docs/torchmetrics/
stable/image/frechet_inception_distance.html

Last ac-

30

2021). It encodes the images and texts into a joint
embedding space and selects the most probable
pairs among them. For our experiments, we use
the pre-trained CLIP ViT-L/14@336px model that
achieves the highest accuracies according to the
authors (Figure 10 in Radford et al. (2021)).

Our third metric, TIFA (Hu et al., 2023), also
evaluates the fit between an image and its descrip-
tion, similar to the CLIP score, but chooses a differ-
ent approach: visual question answering. For this,
Hu et al. (2023) created a three-step pipeline: First,
an LLM creates single-choice, multiple-choice, and
free-form questions and their answers from the im-
age descriptions. Each question is categorized by
the elements it is asking for, e.g., color or loca-
tion, and the number of questions and the element
types vary among the different images. Then, a sec-
ond question-answering model tries to answer the
questions based on the image descriptions. Only
questions that receive the same answers from both
systems are kept for visual evaluation. Finally, a
visual question-answering model answers the ques-
tions by looking at the images. The image-based
accuracy of the answers indicates how faithful the
image is to the image description. TIFA incor-
porates the accuracy metric, and thus, the scores
range between 0 and 1. The authors show that
TIFA has a much higher correlation with human
judgments than previous metrics like CLIP (Hessel
etal., 2021).

For our study, we use the pre-trained check-
points for the different parts of the pipeline. For the
question generation, we use the author’s fine-tuned
Llama2 (Touvron et al., 2023) model. For the ques-
tion filtering, we use a UnifiedQA (Khashabi et al.,
2020) model. The set of questions was only created
once per image prompt and then used for all model
evaluations. With this, we reduce biases in the
scores that could come from non-determinism in
the question generation or filtering models. Finally,
for the visual question-answering, the authors com-
pared different models. We selected the model with
the highest correlation with human judgment, ac-
cording to the authors, which is mPLUG-large (Li
et al., 2022).

4 Results

To obtain a diverse image collection, we created
up to four images per model an prompt. We inves-
tigate seven different models, and thus, expected
to generate 80 x 4 x 7 = 2,240 images. How-
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Figure 3: TIFA accuracies for different element types targeted by the TIFA questions. The performance of the
models depends on the content that they have to depict. Images with all black content were filtered.

ever, we only obtained 2,217 images in total. For
some descriptions, Copilot’s DALL-E interface re-
turned less than four images, resulting in only 297
instead of 320 images from DALL-E. In addition,
Stable Diffusion 1 and DALL-E marked some of
our image descriptions as offensive and blocked
the input. For Stable Diffusion, this resulted in im-
ages that were all black. We followed this approach
and added four black images for each of the five
blocked inputs for DALL-E as well. This results in
51 images that are blackened.

4.1 Automatic evaluation

To further assess our generated images, we calcu-
lated metric scores as shown in Table 1. The best
FID scores are achieved by Stable Diffusion 3 and
Midjourney. This indicates that their style of im-
ages comes closest to the style of the reference
image and that the images have similar features.

Model FID| CLIP{T TIFA?T
SD1 4 1.49 0.22 0.58
SD2 1 base 1.37 0.24 0.68
SD 3 0.89 0.27 0.78
Wiirstchen 0.90 0.24 0.65
DALL-E-3 1.26 0.26 0.74
Midjourney 0.90 0.26 0.78
Artbreeder 1.52 0.25 0.70
References - 0.27 0.84

Table 1: Macro-averaged automatic evaluation scores to
evaluate the images’ distribution compared to the refer-
ences (FID) and their closeness to the prompts (CLIP
and TIFA). Stable Diffusion 3, DALL-E-3, and Mid-
journey come closest to the human-created reference
images.
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The CLIP and TIFA metrics evaluate how well
the images align with the image descriptions.
These metrics don’t rely on the reference images,
and hence, we calculated the scores on the refer-
ences as well. We manually set the scores to 0
for all-black images with blocked contents and ig-
nored one image title in the CLIP evaluation whose
prompt was too long for the CLIP model. For both
metrics, Stable Diffusion 3 has the highest scores,
performing on par with the references according to
the CLIP score. The other open-source models fall
far behind in terms of automatic scores. For the
closed-source models, Midjourney performs best,
closely followed by DALL-E-3. However, none of
the models can match the TIFA accuracies of the
reference images. Interestingly, even the human-
created images don’t achieve perfect accuracy. Yet,
this could be due to the shortcomings of the models
in the TIFA pipeline.

The TIFA score is based on visual question an-
swering, and the questions are categorized into the
different elements that are evaluated. To dig deeper
into the strengths and weaknesses of the T2 mod-
els, Figure 3 shows the models’ TIFA accuracies
per element type. Most of the questions are tar-
geted toward animals or humans, activities, and
especially the objects depicted. The reference im-
ages (grey bars) outperform the image generation
models, especially for animals/humans, activities,
and attributes. This aligns with our assumption that
body parts and movements are the hardest aspects
for the models to generate. In contrast, almost all
models outperform the reference images in terms
of location and shape, and Stable Diffusion, as well
as DALL-E, outperforms the references in the food
category.



Model Prompt coherence? Correctness? Bias| Suitability{
SD1_4 0.48 (£ 0.80) 0.19 (£ 0.45) 0.00 (£ 0.00) 0.06 (+ 0.29)
SD2_1_base 0.50 (£ 0.75) 0.16 (£ 0.51) 0.00 (£ 0.00) 0.06 (£ 0.29)
SD_3 1.48 (+ 0.98) 0.90 (£0.94) 0.14(+£0.61) 0.51 (+ 0.83)
Wiirstchen 0.76 (£ 0.82) 0.46 (£ 0.84) 0.00 (& 0.00) 0.20 (£ 0.51)
DALL-E-3 2.23 (£ 0.91) 219 (£ 096) 0.21 (£0.74) 1.85(£1.12)
Midjourney 2.06 (£ 0.88) 1.99 (£ 0.88) 0.09(£0.48) 1.20(£1.11)
Artbreeder 1.25 (£ 0.88) 1.05 (£ 0.99) 0.01 (£0.11) 0.39 (4 0.68)

Table 2: Results from our human evaluation. The scores range from 0-3 and are averaged across all generated
images. SD_3 and DALL-E created the most accurate and most suitable images.

4.2

While TIFA scores have a high correlation with hu-
man judgments (Hu et al., 2023), automatic metrics
can’t cover all evaluation aspects. Especially for
the overall correctness and simplicity of the images,
there is currently no metric available. Therefore,
we added a human evaluation of our generated im-
ages. For this, we asked an expert for German Easy
language (one of the authors) to manually review
and rate the images. Images are an essential part of
German Easy language (DIN-Normenausschuss Er-
gonomie, 2023), and many Easy language courses
also address criteria for selecting appropriate im-
ages. To reduce the overall workload, we selected
one image per model and title, resulting in a dataset
of 560 images. For each combination, we selected
the image with the highest TIFA score. If two or
more images shared the highest score, we sampled
an image from among them. The images were
evaluated on four different scales by asking these
questions:

Human evaluation

* Does the image follow the prompt?: This ques-
tion checks for missing or additional content.
We only focused on relevant content and ig-
nored aspects that did not affect the meaning
of the image (e.g., the prompt describing a
group of nine people, but the model only drew
seven).

Is the image correct?: This question evalu-
ates if the depicted content aligns with world
knowledge, e.g., that people don’t have three
arms.

* Does the image exhibit a bias towards peo-
ple with disabilities?: This question is tar-
geted towards the findings of previous work
(Mack et al., 2024; Tevissen, 2024) and evalu-
ates whether the models tend to show people
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with disabilities as old or unhappy, even if the
prompt does not define that.

* Is the image suitable for the target group?:
For the target group, it is important that the
images are not overloaded with details, text,
or colors and that they align with situations
familiar to the target group. These criteria
are in line with the DIN SPEC for German
Easy language (DIN-Normenausschuss Er-
gonomie, 2023). In addition, this question
checks whether the image is helpful to under-
stand the original concept.

The human annotator could choose between
four possible answers to the questions:
no/indeterminable, partly, mostly, and yes.
We mapped these answers to a numerical scale
between O (answer no) and 3 (answer yes). The
images were blinded, i.e., we only showed the
annotator the images and the descriptions but not
the name of the model that generated the image.
Table 2 shows the averaged scores from the hu-
man evaluation. While Stable Diffusion 3 outper-
formed the closed-source models in the automatic
evaluation, it can not hold up to the expectation in
the human evaluation, receiving significantly worse
scores across all scales. Still, it is by far the best
open-source model. The bad scores for the other
open-source models are mostly due to unclear and
indeterminable content. Remarkably, these open-
source models show the least biases. However, this
is an artifact from our evaluation setup: If the image
does not show any depictable content, then it also
can’t show biases toward people with disabilities.
During our manual review, we made additional
observations. Examples of them are depicted in
Figure 4. The models sometimes hallucinate ad-
ditional details. For example, one of the prompts
is “Cartoon picture of Security - Depicted are a



(a) Cartoon picture of Secu-
rity - Depicted are a woman
and a man lovingly embrac-
ing a child.

Created by SD3

(b) Cartoon picture of Secu-
rity - Depicted are a woman
and a man lovingly embrac-
ing a child.

Created by DALL-E-3

(c) Cartoon picture of Fear -
A woman covers her mouth
with both hands.
and mouth are wide open.
Sweat runs down her fore-
head.

Created by SD3

(d) Cartoon picture of Re-
fusal of Physical Contact -
A woman tries to hug a girl.
The girl looks away and re-
sists.

Created by Midjourney

Her eyes

Figure 4: Example prompts and generated images.

woman and a man lovingly embracing a child.”.
Many models draw a policeman or officer, even
though the prompt does not describe any (see Fig-
ure 4a). This indicates that the models have an in-
herent interpretation of world knowledge and, thus,
associate security with police (Fu et al., 2024).

The biggest issues with the generated images
arise with body parts and human motions. Exam-
ples are presented in Figures 4a, 4c and 4d where
body parts such as arms or legs are missing, or too
many fingers were added. Another issue is that the
models don’t pay enough attention to small details,
and thus, important aspects are missing. For exam-
ple, for the prompt “Cartoon picture of Refusal of
Eye Contact - A woman stands directly in front of
a man and speaks to him. The man has his arms
crossed in front of his chest. He does not look at
her.”, all models created two people standing in
front of one another, but no model could depict the
refusal of eye contact properly. This could also
be an issue with input token limits, i.e., that this
important information was truncated. In addition,
missing or misinterpreted details can change the
meaning of the image. The images in Figures 4c
and 4d should show the emotions of fear and the re-
fusal of physical contact. However, in both pictures,
the people look rather angry and as if they would
fight one another. Especially for people struggling
with reading emotion from human expressions, this
could evoke wrong associations. Therefore, such
images are not suitable for the target group without
further restrictions.

As indicated by the low bias scores in Table 2,
the models exhibit hardly any bias toward people
with disabilities. The biases that we find are mostly
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related to hearing or vision impairments, where
models tend to add an eye fold to visualize that
a person is blind or draw incorrect hearing aids
that look more like headsets. None of the models
depicted people with disabilities as especially un-
happy, except if the prompt especially stated it. On
the contrary, most of them were smiling and happy.

The model with the best human evaluation scores
is by far DALL-E-3. It was able to create cor-
rect images even for difficult body positions like
in Yoga or hugging. In addition, the images were
especially inclusive in terms of diversity: Pictures
with multiple people often depicted people of color
or people with glasses as parts of the groups. An
example is Figure 4b, where the woman wears a
head scarf, a garment only seen in minority groups
in Western countries. These features were not de-
scribed in the image prompts but added by the
model and its world knowledge.

4.3 Feedback from the target group

In line with the UN inclusion slogan “Nothing
about us without us!” (Harpur and Stein, 2017) and
in accordance with the DIN SPEC recommenda-
tion that the target group should review all content,
we wanted to hear the opinion about the images
from the target group. Therefore, we invited seven
people with different disabilities (physical, mental,
and combinations of both) between the ages of 21
and 42 for a workshop at the university. They were
accompanied by their living assistants and two Ger-
man Easy language experts. The study participants
received a compensation of 32,50€ for their effort.
We conducted two types of studies: comparative
voting and a free-form discussion. Direct quotes



(a) Cafeteria
Created by SD1

(b) Brainstorming
Created by DALL-E-3

(c) Empathy
Created by DALL-E-3

(d) Self-love
Created by DALL-E-3

Figure 5: Term-guessing images. The images were shown to the target group participants, and they had to guess the
title or describe what the word could mean if they didn’t know it.

from the participants are formatted in italic.

For the first part, we filtered the titles from the
image dataset, where at least three models created
suitable or mostly suitable images. Then, we se-
lected seven titles from them. We presented all
images with the same title at the same time but in a
randomized order. The participants were asked to
vote for all images they liked. We allowed multiple
selections to account for equally good images. We
used the voting platform Mentimeter” where ev-
ery participant can participate on their smartphones
and submit their votes anonymously. With this, we
could collect their opinions independently without
being influenced by other participants. Some par-
ticipants were supported by their living assistants
when interacting with the smartphones. The im-
ages and the participants’ votes are presented in
Table 4 in the Appendix.

For most of the images, DALL-E received the
most votes, often even more than the reference
images. In general, colorful images with few addi-
tional or decorative content were preferred. Some
images seemed a bit abstract, e.g., the fruit de-
picted for the bowl of vitamins had a few mistakes
or weird coloring. Nevertheless, the participants
showed great creativity when naming the fruits.
Therefore, if the context is clear, small mistakes
don’t bother too much. This also came clear when
participants explained why they chose certain im-
ages for the bedroom: they chose the ones that
looked the most “cozy”. In contrast, some tooth-
brushes in the hygiene product images looked un-
realistic, not suitable for the teeth, or were simply
wrong. Multiple participants were distracted by
these mistakes and started a discussion about what
was wrong with the toothbrushes and how it would
hurt to actually use them.

*https://www.mentimeter.com/
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The second part of the workshop was more open
to direct feedback. We presented four different
images, one from Stable Diffusion 1 and three from
DALL-E-3, and the participants should guess the
depicted content. The images and their titles are
shown in Figure 5. We chose some complex terms
on purpose to assess whether the images could
help with understanding them. For example, the
word “Brainstorming” was unfamiliar to half of the
participants. Nevertheless, they could describe and
explain the word as “people are sitting together and
collect ideas” only based on the image. This shows
that the selected images are not only suitable for
illustrating texts, but they also fulfill their purpose
of explaining complex terms with ease.

In addition to the term guessing of the second
part, the participants were also invited to express
their thoughts and opinions about the presented im-
ages. We try to summarize them in the following:

* Participants did not like black&white-only im-
ages because “it makes you depressed”.

Different illustrations of the same objects (e.g.,
the light bulbs in the brainstorming image)
were confusing, and participants tried to find
a reason for the differences, even if there was
no reason for that.

The images should show accessible situations,
i.e., suitable for people using wheelchairs
or hearing aids. We had a discussion about
whether the counter in SD1°s cafeteria was ac-
cessible for wheelchairs and whether people
would need help to reach all the offers. For
this discussion, the blurry and abstract style
of the image was of minor relevance.

In the DALL-E-3 image for yoga (Table 4 in
Appendix), the person using the wheelchair
is very old. When the two participants who


https://www.mentimeter.com/

used a wheelchair were asked whether they
felt discriminated by this, they answered “No,
why should I? Even old people can do yoga!”

5 Conclusion

In this paper, we have explored whether text-to-
image models can be utilized to create illustrations
for easy-to-read texts. For this, we evaluated the
generated images in large-scale human studies, in-
cluding seven participants from the target group.
Closed-source models like DALL-E-3 and Midjour-
ney and the open-source Stable Diffusion 3 have
shown impressive performance in creating these
images, sometimes creating even more favorable
images than the gold-standard references. However,
their performance highly depends on the depicted
content, and the models struggle with difficult pos-
tures and specific body parts especially. Therefore,
they cannot be used without human oversight or
multiple iterations of image description optimiza-
tion. In addition, the best-performing models are
closed-source or very large in parameter size, mean-
ing that text creators will still have to pay for their
images. Since text creators will use the models,
they have human expert oversight, and thus, every
generated image will be reviewed, and erroneous
images can be filtered before being shown to the
target group. Finally, we believe that T2 models
are especially suited for accessible communication
due to their fast availability and options for tailored,
customizable, and copyright-free content.

In future research, we would like to get rid of
the intermediate step of explicit image descrip-
tions and hope to see models that can create the
images directly from the text paragraph. In addi-
tion, we would like to investigate their compliance
with prompts in German and other non-English lan-
guages and investigate conditioning the images on
the reference images during generation.

Limitations and ethical considerations

Our work presents a quite extensive comparison
of different T2I images. While we did our best
to include as many models with different architec-
tures, sizes, and availabilities, we can only test the
models published by the time of writing this paper.
The current developments and improvements in Al
are rapid, and thus, there may be newer and better
models soon that we couldn’t include in our study.

We tried to design this study as participatory as
possible and included seven people from the tar-
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get group in our human evaluation. They received
32,50€ to compensate for their effort. Neverthe-
less, the feedback session was moderated, and the
authors pre-selected the images. A target group
evaluation of all images would be infeasible and
not of any help to the target group. Still, our image
selection and moderation introduced a bias from
the authors on them that we can not neglect. In ad-
dition, the disabilities and needs of the target group
are very diverse and cannot be represented by only
seven people. Nevertheless, we try to make their
opinions be heard and invite all researchers in the
area of accessible communication to work together
with the target group.

Finally, we are aware that generative Al, whether
it generates text, images, or any other modality, is
being criticized for threatening jobs and content
quality. The goal of our work is in no way to re-
place humans in the process of creating accessible
content. However, we believe that the benefits of
the short-time availability of simplified texts and
images are important to overcome information bar-
riers, especially on the internet. Studies such as
ours can be of great help to further improve the
quality of those models and to align their objec-
tives with what is actually needed by the target
group. In the end, our investigations show that
the T2I models are far from being perfect and still
need careful human oversight. Especially in terms
of image evaluation, we could not find an automatic
metric that was satisfactory in alignment with our
judgment.

Lay Summary

Creating texts that are easy to read and understand
is important for people with disabilities, learning
difficulties, or those who have trouble with read-
ing. These easy-to-read (E2R) texts often include
pictures to help explain the information. However,
it can be hard to find images that fit the specific
needs of each text. Hiring artists to make cus-
tomized images can be expensive, and existing
image databases don’t allow for easy changes to
match the content of the text.

Our study looks at whether we can use artificial
intelligence (Al) to generate these images quickly
and cheaply. We tested seven different Al tools,
called text-to-image models, which create pictures
based on written descriptions. Some of these tools
are open to the public, while others are not. We
wanted to see if these Al-generated images could



be a good solution for E2R creators.

We evaluated over 2,000 images created by these
models and manually reviewed 560 of them. Dur-
ing the review, we looked at how well the images
matched the description, if they were accurate, if
they had any bias against people with disabilities,
and if they were useful for the target group. Our re-
sults show that while some models produced high-
quality images, none of them are ready to be used
on a large scale without human oversight.

We also conducted a user study with seven peo-
ple from the E2R target group to gather feedback
on how well the images met their needs. It is impor-
tant to include the target group and their opinions
and preferences when doing research. The feed-
back was helpful in identifying areas where the Al
models worked well and where they fell short.

Our research is an important first step toward
making it easier and more affordable to create im-
ages that help make information more accessible.
However, more improvements are needed before
these Al tools can fully replace human involvement
in creating custom images for E2R texts.
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Model Prompt Limitation Flagging Content Resources Used

SD1 4 77 tokens Black image T4 GPU, 15GB RAM
SD2_1_base 77 tokens Black image T4 GPU, 15GB RAM
SD 3 77 tokens Black image L4 GPU, 24GB RAM

Wiirstchen 77 tokens

Black image

T4 GPU, 15GB RAM

DALL-E-3 380 characters
Midjourney None
Artbreeder ~ 129 tokens

Not processed + warning
N/A
N/A

Free via Microsoft
$10/month for ~ 200 images
Free with multiple accounts

Table 3: Comparison of the different models we investigated: Limitations, content flagging, and resource usage
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Table 4: Number of votes from the target group during thei

German Easy language expert deemed suitable for the target group. Thus, no images from Stable Diffusion 1 and 2

were shown.
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