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Abstract

Large Language Models (LLMs) have been
widely used in real-world applications. How-
ever, as LLMs evolve and new datasets are re-
leased, it becomes crucial to build processes to
evaluate and control the models’ performance.
In this paper, we describe how to add Robust-
ness, Accuracy, and Toxicity scores to model
comparison tables, or leaderboards. We discuss
the evaluation metrics, the approaches consid-
ered, and present the results of the first evalu-
ation round for model Robustness, Accuracy,
and Toxicity scores. Our results show that GPT
4 achieves top performance on robustness and
accuracy test, while Llama 2 achieves top per-
formance on the toxicity test. We note that
newer open-source models such as open chat
3.5 and neural chat 7B can perform well on
these three test categories. Finally, domain-
specific tests and models are also planned to be
added to the leaderboard to allow for a more
detailed evaluation of models in specific areas
such as healthcare, legal, and finance.

1 Introduction

With the release of Large Language Models (LLM)
that demonstrate human-like performance on a va-
riety of natural language understanding tasks, it
becomes crucial to build processes to evaluate and
control the models’ performance on real-world ap-
plications. Apart from quantitative metrics such
as accuracy, BLEU (Papineni et al., 2002; Lin and
Och, 2004), and Rouge scores (Lin, 2004), it is
also important to validate other aspects such as Ro-
bustness, Bias, Fairness, Toxicity, Representation,
among others. In this paper, we describe how to
use the open-source toolkit LangTest (Nazir et al.,
2024) to add scores from those aspects into LLM
leaderboards. We discuss the evaluation metrics
and approaches used and present the results of the
first evaluation round for model Robustness, Accu-

racy, and Toxicity'.

LangTest is an open-source Python toolkit for
testing and evaluating LL.Ms and classical Natural
Language Processing (NLP) model architectures
such as Named Entity Recognition (NER) and Text
Classification. Its primary focus is to ensure that
these models are robust, unbiased, accurate, non-
toxic, fair, efficient, clinically relevant, secure, free
from disinformation and political biases, sensitive,
factual, legally compliant, and less vulnerable be-
fore they are deployed in real-world applications.
Other features of the toolkit include the capability
to run tests either as Command Line Interface (CLI)
or as a Python library in one-liners, tailor made
tests for the healthcare domain (to be included in
the second round of evaluations), data augmenta-
tion for mitigating weaknesses of the models, and
support for running tests on dedicated servers or
locally.

To illustrate the importance of holistic model
evaluation, we designed a new leaderboard to com-
pare not only accuracy, but also other facets that
are important to real-world applications such as ro-
bustness to perturbations in the text, and toxicity of
the generated text. The leaderboard is based on the
LangTest toolkit, and we present the results of the
first evaluation round for model Robustness, Accu-
racy, and Toxicity. We hope that this toolkit can
be a valuable resource for researchers, developers,
and practitioners to understand the strengths and
weaknesses of the models, and to make informed
decisions on which model to use for specific tasks.

The rest of the paper is organized as follows.
In Section 2, we discuss the motivation behind
the development of the LangTest toolkit and the
Leaderboard. In Section 3, we describe the tests
and metrics present in the LangTest Leaderboard.
In Section 4, we present the results of the first

lAvailable at https://langtest.org/leaderboard/
11m
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evaluation round for model Robustness, Accuracy,
and Toxicity. Lastly, in Section 5, we conclude the
paper and discuss future work.

2 Motivation

Recent research has shown great advances on eval-
uation metrics for LLM models, such as BLEU,
ROUGE, and Word Error Rate (WER) (Jothilak-
shmi and Gudivada, 2016). Although these accu-
racy metrics are important to evaluate the model
performance on specific tasks such as text clas-
sification, information extraction, or summariza-
tion, they do not provide a complete picture of
the model’s performance, especially in domain spe-
cific areas such as healthcare (Schwartz et al., 2023;
Singhal et al., 2023; Wang et al., 2023), legal (Sun,
2023; Fei et al., 2023), or finance (Xie et al., 2023;
Liet al., 2023; Wang et al., 2023).

Our motivation to develop the LangTest toolkit
comes from the need to provide a more holistic
evaluation of LLM models, including aspects such
as Robustness, Bias, Fairness, etc., inspired by the
previous research by (Ribeiro et al., 2020), (Song
and Raghunathan, 2020), (Van Aken et al., 2021),
(Dhole et al., 2021), (Liang et al., 2023), (Wang
et al., 2023), (Sun et al., 2024) and others, and to
address domain-specific needs that needs further
consideration for LLM evaluation.

While these studies contain many evaluation ap-
proaches and metrics for language models, they are
often based on static datasets that represent a good
picture of the state of the models at the time of the
study or designed to evaluate specific models (e.g.,
GPT 3.5 or GPT 4). However, as the models evolve
and new datasets are released, it is important to
have a dynamic evaluation framework that can be
updated with new datasets, models, and tests. For
example, while (Liang et al., 2023) contributed to a
development of holistic evaluation of models using
multiple metrics, their approach is based on static
datasets and does not provide a dynamic framework
to add new tests and metrics. Similarly, (Wang
et al., 2023) developed new datasets and standard-
ized prompts and metrics to evaluate models on six
categories (truthfulness, safety, fairness, robustness,
privacy, and machine ethics) which contributed to
a better evaluation framework for LLMs, but re-
searchers and practitioners are not incentivized to
make changes the framework to address specific
needs and concerns. Another recent development
on holistic evaluation of LLMs is the work done

by (Sun et al., 2024) which defined a taxonomy of
aspects to be evaluated on models with eight cat-
egories: truthfulness, safety, fairness, robustness,
privacy, machine ethics, transparency, and account-
ability, but their approach was designed to evaluate
GPT models only.

Other toolkits are available to evaluate models
such as the Im-evaluation-harness by EleutherAl>,
which offers the community a comprehensive and
flexible framework. It was primarily designed for
assessing the accuracy and performance of mod-
els (e.g., through comparisons on the Open LLM
Leaderboard® by HuggingFace), yet it still lacks a
thorough evaluation of models in other areas such
as robustness, bias, fairness, and toxicity.

To address these issues, LangTest provides not
only benchmark datasets and tests, but also a
framework to dynamically add perturbations to the
dataset to create new tests for model evaluation. It
is a flexible toolkit where researchers and practi-
tioners can define their evaluation criteria based
on existing datasets or develop new ones either by
modifying existing datasets or designing new ones
specific to their use cases. As new techniques are
developed to add perturbations and modification
in the input data, the toolkit can provide an ever-
growing set of tests and procedures to evaluate the
models. Apart from evaluating the models, other
features of the toolkit are to provide data augmen-
tation techniques to mitigate weaknesses of the
models, and to support running tests on dedicated
servers or locally. These features empower users to
not only have a static evaluation score of models,
but also to address the evaluation as a continuous
process.

In addition, domain specific evaluation is also
critical, as models are often used in specific areas
such as healthcare, legal, or finance that have spe-
cific requirements for the models. We manually
curated datasets for these areas and have a dedi-
cated team to continue researching and curating
new datasets and tests that can be used to verify
models’ performance for healthcare, legal, and fi-
nance. Our approach aims to provide base datasets
and tests for these areas as a starting point as better
curated evaluation datasets are still scarce in the
literature.

In illustrating the significance of a holistic model

Zhttps://github.com/EleutherAl/
1Im-evaluation-harness

3https://huggingface.co/spaces/HuggingFaceH4/
open_l1lm_leaderboard
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evaluation, we introduce the LangTest Leader-
board. This platform facilitates comparisons of
various models across specific tasks and bench-
mark datasets, employing tests and metrics from
the LangTest toolkit. Leaderboards and bench-
mark comparisons serve as tools to aid stakehold-
ers in comprehending the strengths and weaknesses
of models, enabling informed decisions regarding
their suitability for specific tasks. We anticipate
that the LangTest Leaderboard will emerge as a
valuable resource for the community.

3 LangTest Leaderboard

In this section we describe the tests and metrics
present in the LangTest Leaderboard. For the ini-
tial version of the leaderboard, we added three cate-
gories of tests: Robustness, Accuracy, and Toxicity.
Other categories already supported by LangTest
will be added in future releases of the leaderboard,
including domain specific scores for healthcare.

3.1 Benchmark Datasets and Models

‘We used a diverse set of benchmark datasets, each
with its own characteristics and challenges, to eval-
uate the models on the Robustness, Accuracy, and
Toxicity tests. The datasets used in the first evalua-
tion round are described below.

* RealToxicityPrompts (Gehman et al., 2020)
- We used the toxic user prompt subset de-
signed by (Wang et al., 2023) containing 1200
examples.

MMLU (Hendrycks et al., 2021) - Curated
version of the MMLU dataset which contains
the clinical subsets (college biology, college
medicine, medical genetics, human aging, pro-
fessional medicine, and nutrition).

BoolQ (Clark et al., 2019) - Test set contain-
ing 3245 unlabeled examples (robustness) and
dev set containing 3270 labeled examples (ac-
curacy).

TruthfulQA (Raj et al., 2022) - Test set con-
taining 164 question and answer examples.

MedMCQA (Pal et al., 2022) - We used test
(robustness) and validation (accuracy) sets
from the dataset with all splits (Anatomy, Den-
tal, Microbiology, etc.).

MedQA (Jin et al., 2020) - Test set containing
1273 question and answers examples.

» Bigbench (Ghazal et al., 2013) - We used the
test set with the following subsets: abstract
narrative understanding, causal judgment, and
disambiguation QA.

¢ Consumer Contracts (Kolt, 2022) - Test set
from the Consumer-Contracts dataset, contain-
ing 396 samples.

* SociallQA (Sap et al., 2019) - Test set con-
taining 1954 question and answer examples.

e ContractQA (Guha et al., 2023) - Test set
from the Contracts dataset, containing 80 sam-
ples.

¢ CommonsenseQA (Talmor et al., 2019) - Test
set containing 1140 questions (robustness)
and validation set containing 1221 question
and answer examples (accuracy).

* BBQ (Parrish et al., 2021) - We used the test
set containing 1012 question and answers ex-
amples.

* LogiQA (Liu et al., 2020) - Test set containing
1000 question and answers examples.

* PIQA (Bisk et al., 2019) - Test set containing
1500 questions (robustness) and validation set
containing 1500 question and answer exam-
ples (accuracy).

* ASDiv (Miao et al., 2021) - We used the test
set containing 2305 question and answers and
examples.

* PubMedQA (Jin et al., 2019) - We used trun-
cated 500 examples from the pgaa_artificial
and pga_labeled subsets.

* OpenBookQA (Mihaylov et al., 2018) - Test
set containing 500 multiple-choice elementary
level science questions.

As for the models, we evaluated the most rele-
vant models in the field of LLMs, including GPT
3.5, GPT 4, Llama 2 7B, among others. The selec-
tion criteria were made to include models that are
widely used in the community, and that have been
shown to have good performance on a variety of
tasks. We also included models that are quantized,
as quantization is an important technique to reduce
the memory footprint of the models, and to make
them more efficient for deployment in real-world
applications. While we understand that there are
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other models that could be included in the evalua-
tion, we believe that the models selected provide a
good representation of the state-of-the-art in LLMs,
and additional result for other models can be added
in future releases of the leaderboard.

3.2 Robustness Evaluation

To evaluate robustness, we propose a set of tests
that can apply perturbations to the input text and
measure if the models’ prediction is unchanged.
Below we describe the different tests available and
their description.

* uppercase - Apply upper casing to the input
text.

* lowercase - Apply lower casing to the input
text.

* titlecase - Apply title casing to the input text.

* add_type - Add common typo to the input
text based on a typo frequency dictionary fo
English.

e dyslexia_word_swap - Dyslexia Word Swap
dictionary is employed to apply the most com-
mon word swap errors found in dyslexic writ-
ing to the input data.

¢ add_abbreviation - Abbreviates words on the
input text based on commonly used abbrevi-
ations on social media platforms and generic
abbreviations for English.

* add_slangs - Substitutes certain words (specif-
ically nouns, adjectives, and adverbs) in the
original text with their corresponding slang
terms.

 add_speech_to_text_typo - Replaces words
in the text by common typos resulting from
speech-to-text process.

» add_ocr_typo - Replaces words in the text by
common typos resulting from OCR process.

* adjective_synonym_swap - Replaces adjec-
tives in the text by their synonyms.

The robustness tests aim to measure how well
the models can perform with small modifications to
the input data. We expect that the model prediction
does not change when the input data is perturbed,
and that the model can generalize well to unseen
data. The tests are designed to measure the model’s

performance on different types of perturbations,
and to provide a comprehensive evaluation of the
model’s robustness. Future work will include ad-
ditional tests and perturbations to the input data to
further evaluate the models’ performance, includ-
ing changes in grammar, punctuation, and sentence
structure.

3.3 Accuracy Evaluation

In our leaderboard for LLM performance, we also
support common accuracy metrics, allowing the
community to compare the performance of differ-
ent models on these metrics. These metrics are
widely used in the NLP community, and provide a
good measure of the models’ performance on spe-
cific tasks. To allow practitioners to fully compare
the models, we include the following metrics in the
leaderboard:

e min_exact_match_score - Evaluates models
based on a minimum threshold value for
pass/fail.

* min_rougel_score - Uses a threshold to test
if the model passes or fails based on Rouge
score for unigrams.

* min_rouge2_score - Uses a threshold to test
if the model passes or fails based on Rouge
score for bigrams.

* min_rougeL_score - Uses a threshold to test if
the model passes or fails based on Rouge score
for longest common sub-sequence (LCS).

* min_rougeLsum_score - Uses a threshold
to test if the model passes or fails based
on Rouge score for longest common sub-
sequence per sentence (union-LCS).

e min_bleu_score - Uses a threshold to test if
the model passes or fails based on smooth-
BLEU score.

e llm_eval - Evaluates the model based on a
set of predefined prompts and expected com-
pletions run on a given LLM (e.g., GPT 3.5
turbo).

Depending on the NLP task, other accuracy mea-
sures can be used (e.g., fl score, precision, and
recall for classification models). As we continue to
develop the toolkit, we plan to add more accuracy
metrics to the leaderboard, and to provide a more
comprehensive evaluation of the models’ perfor-
mance on specific tasks.
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3.4 Toxicity Evaluation

Another important aspect to evaluate in LLM mod-
els is the toxicity of the generated text. We measure
the generated text for presence of toxic topics such
as obscenity, insult, threat, identity attack, sexual
orientation attack, and psychiatric or mental illness
attack. We aggregated the tests into a single metric
that determine a score representing how often the
models avoid generating toxic text. The sentences
are carefully designed to have an open ending that
is leading to harmful/toxic content, and the model
is expected to complete the sentence in a way that
is not harmful/toxic or denies generating such con-
tent.

We use a text classification model unbiased-
toxic-roberta (Hanu and Unitary team, 2020) to
identify toxicity of completions (using label "toxic-
ity"), and for each example the model either passes
or fails the test depending upon its toxicity score.
Each example is evaluated against a predefined
threshold; it passes the test if the toxicity score is
below the threshold, and fails if the score exceeds
it. The final score is calculated as the percentage
of examples that the model passed the test.

4 Results

In this section we present the results of the first eval-
uation round for model Robustness, Accuracy, and
Toxicity. The outputs were obtained by running the
experiments on a single machine, and quantization
was used when needed (identified with a start on
the models’ name) using LM Studio*. We average
the scores of individual tests of each category to
obtain an overall score for them, but the specific
scores can be found on the official leaderboard web-
site. These average scores are presented in tables 1,
2, and 3.

From table 1, we can see that GPT 4 is the top
performer, with DeciLM 7B, Mistral 7B, Mixtral
8x7B, neural chat 7B, and flan t5 xxl tied with
average score of 0.88. The models Llama 2 7B,
GPT 3.5, and phi 2 have the worst performance on
the robustness tests, with phi 2 having the worst
performance on most of the datasets.

It is notable that models with number of param-
eters from 7B to 11B can outperform GPT 3.5
(175B) on the robustness tests, which shows that
the number of parameters is not the only factor that
determines the model’s performance.

*https://Imstudio.ai/

From table 2, we can see that the models GPT
4, GPT 3.5 and open chat 3.5 have the best perfor-
mance on the accuracy tests, with GPT 4 having
the best performance on most of the datasets. The
models phi 2, Llama 2 7B, and flan t5 xxl have the
worst performance on the accuracy tests, with flan
t5 xxl having the worst performance on the major-
ity of the datasets but achieving top score in a few
ones (PubMed(QA and BoolQ). Although GPT 4
obtained top performance in the leaderboard, it is
important to consider that the size of this model
is much larger than the other models, and it is re-
markable to achieve fairly good results with smaller
models (e.g., open chat 3.5 with 7B parameters)
or mixture of smaller models (e.g., Mixtral 8x7B)
(Fedus et al., 2022).

Worth mentioning is the difference in the scores
from the accuracy table with the ones obtained in
the robustness table. The scores for robustness mea-
sure the capability of the model to make the same
prediction when the input is perturbed, while the ac-
curacy scores measure the capability of the model
to make the correct prediction. This means that a
model can be inaccurate but robust, or accurate but
not robust.

Finally, from table 3, we can see that the model
Llama 2 7B has the best performance on the tox-
icity tests, as the outputted text filtered the toxi-
city present in the prompt or refused to continue
the toxic sentences in most of the examples. The
models Mistral 7B, Mixtral 8x7B, and GPT 3.5
have the worst performance in toxicity tests, mean-
ing that these models generate toxic texts when
prompted/suggested to.

Overall, the results show that the GPT family
of models achieve high performance on robustness
and accuracy tests and that the newest version of the
family, GPT 4, improved the previous GPT 3.5 on
the toxicity generation. In the other hand, Mixtral
8x7B can perform well on accuracy and robustness
but propagate toxicity in the prompts. Llama 2 per-
formance on the accuracy and robustness tests was
below average, although it was the top performer in
the toxicity. These results are consistent with other
studies and leaderboards, but it is important to note
that the results may vary depending on the dataset
and the test used. Furthermore, some applications
may be directly impacted by specific tests (e.g.,
typos coming from OCR or Speech2Text models)
while other tests would not be as relevant. To an-
alyze these scenarios, in the official leaderboard
website is possible to add filters and select which
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Dataset GPT GPT Mixtral flan Mistral phi neural SOLARLlama open DeciLM
3.5 4 8x7B 5 7B 2% chat  10.7B* 2 chat 7B
xxl 7B* 7B* 3.5%
ASDiV 0.80 0.88 0.78 0.76 0.74 0.65 0.68 0.66 0.68 0.71 0.79
BBQ 0.82 097 088 092 0.88 0.77 092 090 0.89 0.87
Bigbench 0.83 091 085 093 086 0.82 091 0.87 085 0.85 0.90
BoolQ 0.79 096 093 094 091 084 093 093 0.83 091 0093
CommonsenseQA 0.87 090 0.87 091 0.87 071 0.88 0.85 0.83 0.85 0.85
Consumer-Contracts  0.79 098 0.94 096 1.00 0.78 092 093 092 0.85 092
Contracts 096 097 098 097 099 080 090 095 094 097 096
LogiQA 0.74 0.87 0.82 096 0.89 0.72 0.88 0.84 0.85 0.80
MedMCQA 0.74 090 086 0.85 087 076 086 0.83 079 0.82 0.86
MedQA 0.81 093 091 0.88 090 0.69 090 0.87 0.85 0.89
MMLU 0.87 095 090 092 0.89 074 092 090 085 087 092
OpenBookQA 0.87 092 0.89 090 0.89 079 0.88 0.86 0.83 0.88
PIQA 093 097 096 095 096 092 095 094 089 096 0.96
PubMedQA 0.78 096 095 097 092 0.83 095 093 098 095 097
SIQA 0.84 0.87 092 093 089 0.84 0.8 090 089 090 0.89
Truthful QA 0.88 096 0.89 0.57 0.89
Average 0.79 091 0.88 0.88 0.88 0.77 0.88 0.86 0.83 0.84 0.88

Table 1: Robustness results for different models on the benchmark datasets. Models marked with * are quantized.

tests to consider for each category, allowing users
to understand the full capabilities of the models for
their specific use case.

Notable is the performance of new open-source
models such as Open Chat 3.5 and Neural Chat 7B
both with seven billion parameters. They achieved
good performance on the accuracy and robustness
tests, and the toxicity tests showed that they can
generate fewer toxic texts than, e.g., GPT 3.5. This
shows that smaller models can achieve good perfor-
mance on a variety of tasks, and that the number of
parameters is not the only factor that determines the
model’s performance. These models were released
under Apache 2.0 license, allowing for the commu-
nity to use and modify them for their specific use
cases.

5 Conclusion and Future Work

We introduced a holistic evaluation of LLMs toolkit
that includes scores for robustness, accuracy, ad
toxicity in the generated texts. Our results are
available on the LangTest Leaderboard, a platform
that compare different models on specific tasks
and benchmark datasets using the tests and metrics
present in the LangTest toolkit.

We identified that LLM can achieve remarkable
performance when measured by accuracy metrics,
but a holistic evaluation is needed when consid-
ering robustness and toxicity. The results show

that the GPT family of models achieve high per-
formance on robustness and accuracy tests, but
GPT 3.5 propagates more often the toxicity in the
prompts than GPT 4, while in general the mod-
els Mistral 7B and Mixtral 8x7B can perform well
on accuracy and robustness but perform worse on
toxicity test. The model Llama 2 7B has the best
performance on the toxicity tests, but its perfor-
mance on the accuracy and robustness tests was
below average. Open-source models such as Open
Chat 3.5 and Neural Chat 7B achieved good perfor-
mance on the accuracy and robustness tests, and the
toxicity tests showed that they can generate fewer
toxic texts than GPT 3.5.

In future works, we aim to keep adding new cat-
egories, datasets, tests, and models to the tables,
allowing for a more comprehensive evaluation of
LLM models. Finally, domain-specific tests and
models are also planned to be added to the leader-
board, allowing for a more detailed evaluation of
models in specific areas such as healthcare, legal,
and finance.
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