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Abstract
Cyberbullying has become more prevalent over time, especially towards minority groups, and online human
moderators cannot detect cyberbullying content efficiently. Prior work has addressed this problem by detecting
cyberbullying with deep learning approaches. In this project, we compare several BERT-based benchmark methods
for cyberbullying detection and do a failure analysis to see where the model fails to correctly identify cyberbullying.
We find that many falsely classified texts are sarcastic, so we propose a method to mitigate the false classifications by
incorporating neural network-based sarcasm detection. We define a simple multilayer perceptron (MLP) that incorpo-
rates sarcasm detection in the final cyberbully classifications and demonstrate improvement over benchmark methods.
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1. Introduction

Ever since the increasing popularity of the Internet,
people have taken social media as a central place
for expressing their opinions, peer reviews, dissem-
ination of scientific information, online discussions
and more (Goel and Gupta, 2020). Because of the
nature of anonymity in social media, people are
more likely to express their own opinions, which
do not always agree with other people’s opinions.
The disagreements can lead to heated discussions,
then to hostile arguments. Such arguments can
turn into personal attacks, which can ultimately re-
sult in cyberbullying as an attempt to perform ad
hominem. Cyberbullying is defined as ‘an aggres-
sive act or behavior that is carried out using elec-
tronic means by a group or an individual repeatedly
and over time against a victim who cannot easily
defend him or herself (Smith et al., 2008). This
behavior can adversely affect a person’s mental
health, which can lead to social anxiety, depres-
sion, stress, and social isolation. Study has shown
that people in minority groups are more vulnerable
to cyberbullying attack (Llorent et al., 2016), and
people with different cultural background may per-
ceive textual context differently, which can cause
more confusion and personal attack as the argu-
ment goes on.

Many architectures have been proposed to iden-
tify and mitigate cyberbullying. Early methods in-
clude handmade rules (Bayzick et al., 2011), which
achieved an accuracy of 58.63%. Later machine
learning based approaches were proposed, includ-
ing logistic regression(Chavan and Shylaja, 2015)
and random forest(Al-Garadi et al., 2016).

More recently, machine learning-based ap-
proaches were also proposed, including SVM
(Dadvar et al., 2013; Nahar et al., 2013; Zhao
et al., 2016) and BERT-based classifiers like Hate-
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BERT(Caselli et al., 2020) and CyberBERT (Paul
and Saha, 2022). BERT-based classifiers are show-
ing promising results, because they excel in bidirec-
tional textual structure and context, meaning that it
takes into account both context to the left and the
right when making predictions. The vanilla BERT
has been trained on a large corpus, while both
HateBERT and CyberBERT have been fine-tuned
with cyberbullying datasets.

In this work, we compare several BERT-based
benchmark methods for cyberbullying and conduct
a failure analysis. We then identify the common
characteristics of mis-classified data points to be
the use of sarcasm, when the text itself appeared
innocent but had a negative intention, or when the
text itself appeared hostile but had a positive in-
tention. We address this failure with a sarcasm
classifier. Finally, we train a simple multilayer per-
ceptron (MLP) neural network that takes sarcasm
into account when classifying cyberbullying, and
we demonstrate an improvement in both accuracy
and F-1 score.

The remaining part of the paper is organized as
follows. In section 2, we highlight existing works on
cyberbully detection and sarcasm detection. Then
we perform a comparison analysis in section 3. We
provide our proposed method and analyze the re-
sults in section 4. Lastly, we conclude our paper
and identify limitations.

2. Related Work

2.1.

Mahmud et al. (Mahmud et al., 2008)were the first
authors that tried to automatically determine cyber-
bullying text. They constructed a set of rules to ex-
tract semantic information used to separate abusive
language. Later, Serra and Venter used a neural
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network to interpret a set of rules that links phone
usage patterns among children to cyberbullying ac-
tivities (Serra and Venter, 2011). Bretschneider et
al. included additional profanity features to deter-
mine more personalized abusive content, as they
believe that such content are more indicative of
cyberbullying activities than specific abusive terms
(Bretschneider et al., 2014).

Some researchers ventured into the realm of ma-
chine learning for automatic cyberbully detection.
In 2011, Reynolds et al. used a C4.5 decision tree
learner and an instance-based learner to detect lan-
guage patterns and develop rules to detect cyber-
bullying content (Reynolds et al., 2011). Stochas-
tic Gradient Descent (SGD) was also used by Al-
Garadi et al. to build a cyberbully prediction model
(Al-Garadi et al., 2016). Other machine learning
techinques used include multinomial Naive Bayes
(Stauffer et al., 2012; Hinduja and Patchin, 2008)
and Random Forest (Zhao et al., 2016; Lenhart
et al., 2010).

Deep learning approaches are also explored.
Murshed et al. proposed a RNN-based model with
an optimized Dolphin Echolocation Algorithm that
fine-tunes RNN'’s parameters and reduces training
time (Chandrasekaran et al., 2022). Roy and Mali
developed a transfer learning-based model to pre-
vent image-based cyberbullying issues on social
platforms (Roy and Mali, 2022). Fati et al. utilize
convoutional LSTM for cyberbullying detection on
Twitter (Fati et al., 2023). Alongside the popularity
of deep learning, large language models (LLMs)
with zero-shot learning abilities can also be used
for cyberbully detection task with fine-tuning. One
of the most prominent LLM is GPT-3 (Brown et al.,
2020) proposed in 2020. Further study can be done
on the how well LLMs can solve cyberbullying and
sarcasm detection tasks.

Researchers also focused on content-based ap-
proaches. Dinakar et al. theorized that cluster-
ing the texts by themes first will improve the fi-
nal classification of cyberbully since the classi-
fiers were able to learn features based on cluster
themes like racism, culture, sexuality, and intelli-
gence (Dinakar et al., 2011). Dadvar et al. adopted
a similar approach by clustering by writers’ gen-
der (Dadvar et al., 2012a). Furthermore, Dadvar
hypothesized that incorporating the receiver’s ac-
tion can improve the overall performance(Dadvar
etal., 2012b). Such actions include victims replying
to the cyberbully post or changing their status on
Facebook after receiving a cyberbully text, which
can be used to determine the victim’s emotional
state. In 2020, Balakrishnan et al. conducted a
project that incorporates psychological features in-
cluding personalities, sentiment, and emotion to
classify each tweet data into four categories: bully,
aggresor, spammer, and normal(Balakrishnan et al.,
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2020). They used Naive Bayes, Random Forest,
and J48 for classification, and they observed that in-
corporating personalities and sentiments improved
cyberbullying detection, but incorporating emotions
did not improve the classification result.

More recently, BERT-based approaches have
gained popularity. Many projects fine-tuned BERT
on cyberbullying datasets which resulted in state-
of-the-art performance. Some pre-trained models
include CyberBERT(Paul and Saha, 2022), Hate-
BERT(Caselli et al., 2020), and BHF(Feng et al.,
2022).

2.2. Sarcasm Detection

One challenging NLP task is sarcasm presented
in a sentence, which can cause misconception in
the context, and the sentence may not convey the
surface meaning and needs further interpretation of
the hidden expression. Sarcasm is mainly found in
real-life conversations and can be conveyed using
body language and facial expressions like an eye
roll or tone of speech, but sarcasm also thrives on
the Internet. Without the body signal, it is hard to tell
if a person is being serious, or they are just using
irony. A study in the Journal of Language in Social
Psychology has suggested that people tend to use
sarcasm more frequently online than in face-to-face
interactions(Hancock, 2004). Due to the wide use
of sarcasm in social media, sarcasm detection has
become a small but interesting research topic niche
in NLP.

Similar to cyberbully detection, some sarcasm
detection model relies on the use of feature extrac-
tions and machine learning. Chatterjee et. al. de-
signed four features used with deep learning mod-
els to detect sarcastic sentences (Chatterjee et al.,
2020). The features are overtness, acceptability,
exaggeration, and comparison. Acceptability is
defined as how socially acceptable a sentence is
based on the number of unacceptable words, and
comparison is the similarities between the com-
pared objects in the sentence using Wu-Palmer sim-
ilarity (Wu and Palmer, 1994) on Word-net. Overt-
ness and acceptability capture the semantic sense
of a sentence. Exaggeration and comparison cap-
ture the implicit incongruity, which is between the
surface sentiment and the implied sentiment. They
found that a Random Forest classifier along with
the four features achieved the best performance
among the models they trained.

CNNs are another popular model for sarcasm
detection. Son et. al. developed a Soft Attention-
based BIiLSTM in conjunction of ConvNet for sar-
casm detection (Kumar et al., 2019). Ashok et. al.
also used an LSTM-CNN model to predict sarcasm
on processed tweets(Ashok et al., 2020).



3. Cyberbully Detection Model
Analysis

3.1. Dataset

We use three different datasets to evaluate cy-
berbullying classification performance. All three
datasets are classified into two classes: cyberbully
or non-cyberbully. We name these three dataset
by its source: Twitter(Wang et al., 2020), YouTube
(Dadvar et al., 2014), and a dataset provided by
Kaggle '.

| cyberbully | non-cyberbully

Twitter 7945 38072
YouTube 417 3047
Kaggle 2806 5993

Table 1: Datasets used for evaluation.

For preprocessing, we remove all data points
with less or equal to 4 words. Initial investigation
has shown that data points with less than 4 words
do not possess enough contextual information to
be classified. We also remove all hashtag symbols
for each hashtag, and all emojis are replaced with
the text provided by the Python emoji package. For
ethical considerations, we also replaced all users
mentions with “@USR”, and all URLs are replaced
with “URL".

It is worth noting the skew in the dataset. Though
with various degrees, all three datasets have more
non-cyberbullying data entries than cyberbullying
data entries. Skewed datasets are common in cy-
berbullying datasets, which can hinder the perfor-
mance of logistic regression or decision tree-based
models, since these models rely on class sepa-
ration and feature correlation. They may not find
sufficient features of the minor class data points.
Skewed datasets can also cause high accuracy but
low F1 score, as the model can classify all testing
data into the major class data points, which will
achieve a high accuracy, but also a high score of
false positive or false negative classifications.

To preserve the imbalance in the dataset, when
we randomly split the dataset into training data
and testing data, we would first separate each
dataset into two datasets, one containing all cy-
berbullying data and the other containing all non-
cyberbullying data. We would randomly select train-
ing and testing data from the two sub-datasets, then
combine them to form complete training and test-
ing datasets while preserving the distribution of the
original dataset.

'https://www.kaggle.com/datasets/saurabhshahane/
cyberbullying-dataset/code
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3.2. Models

First, we want to test pre-existing cyberbully detec-
tion models. We choose three different models: the
vanilla BERT model, HateBERT, and CyberBERT.
We randomly choose 30% of each class to be the
testing data, and the remaining 70% will be the
training dataset. We fine-tune each model with the
training data, and then test the fine-tuned model
with the testing data.

We evaluate the final result using both the accu-
racy and F1 score. Accuracy measures all the cor-
rectly classified cases. However, accuracy alone
is not sufficient for evaluation, because accuracy
treats all different classes equally. All our datasets
have notable class imbalances, so we also evaluate
using the F-1 score, which is the harmonic mean
of the precision and recall scores. The F1 score
considers how the data is distributed and measures
the incorrectly classified cases.

BERT, or Bidirectional Encoder Representations
from Transformers, is proposed by Devlin et. al.
in 2018 (Devlin et al., 2018). A Transformer is a
neural network that maps every output element to
every input element with regard to attention. This
way it learns contexts by assigning attention to se-
quential data like sentences, thus being able to
track relationships between each element like the
words in a sentence. BERT is built on top of the
Transformer model. It is designed to have bidirec-
tionality, meaning that it will read text input in both
left-to-right and right-to-left direction at the same
time. This bidirectionality allows BERT to use the
surrounding words to establish context.

HateBERT (Caselli et al., 2020) is a retrained
BERT model with the specific task of abusive lan-
guage detection. The model was trained on RAL-E,
a Reddit comments dataset consisting of banned
comments for being offensive, abusive, or hateful.
It was trained with the BERT base-uncased model
and the Masked Language Model (MLM) objective.

CyberBERT (Paul and Saha, 2022) is another
BERT-based cyberbully detection model. The au-
thors of CyberBERT added a fully connected layer
over the final hidden state for cyberbully classifica-
tion. They also further optimized the model with an
additional softmax classifier during the fine-tuning
phase.

3.3. Experimental Results

We ran the three models with the same three
datasets, and we report the result in Table 2.

For the vanilla BERT model, we see that it per-
formed much better on the Twitter dataset than
YouTube and Kaggle. This is because the Twit-
ter dataset has way significantly more data points
than the other two, meaning that BERT received
a lot more training data for fine-tuning when test-



F1 Accuracy
Twitter | 0.705 0.692
YouTube | 0.410 0.488
Kaggle | 0.496 0.500

(a) BERT

F1 Accuracy
Twitter | 0.885 0.873
YouTube | 0.816 0.803
Kaggle | 0.797 0.771

(b) HateBERT

F1 Accuracy
Twitter | 0.849 0.861
YouTube | 0.794 0.799
Kaggle | 0.748 0.736

(c) CyberBERT

Table 2: Cyberbully detection model evaluations.

ing on the Twitter dataset. It also performed better
on the Kaggle dataset than the YouTube dataset.
We hypothesize that the reason behind this behav-
ior is the imbalance in the dataset. Even though
both datasets are imbalanced, the cyberbully to
non-cyberbully data points in the YouTube dataset
is remarkably higher than the ratio in the Kaggle
dataset. The cyberbully to non-cyberbully data ra-
tio of the YouTube dataset is 0.13, while the ratio
for the Kaggle dataset is 0.46. Guo et al. explored
this dataset imbalance in their paper published in
2022 (Guo et al., 2022). They proposed an archi-
tecture that first generates enough data so that the
dataset is balanced, then fine-tune their model with
the new augmented dataset. Their evaluation sees
an improvement in the final result.

HateBERT and CyberBERT have similar perfor-
mances, but HateBERT performed slightly better,
so we choose to use HateBERT for our proposed
model and future evaluation.

3.4. Failure Analysis

When we look at the misclassified cases, we ob-
serve that a lot of misclassified cases contain sar-
casm. We provide examples of sarcasm in cyber-
bullying below:
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* For the first time in my months of mon-
itoring this, a man momentarily sur-
passed all the LWs in targeted Gamer-
Gate harassment. Congrats?

* 10% of the posts I've read on Face-
book today are people looking for
work. Jeez. | thought the unemploy-
ment rate was supposed to be better?

* i had a dream that i was once again
being harassed by the girls who bul-
lied me in high school. it was very
vivid and accurate! i feel great about
myself today

These sentences are taken from the Twitter
dataset, and all three models classified them as
non-cyberbullying. The experts who annotated the
dataset considered it to be cyberbullying. These
are false negative examples. On the opposite hand,
we also observe non-cyberbullying sentences be-
ing classified into cyberbullying text, or false posi-
tive cases:

* | have learned that pleasing every-
one is impossible, but pissing every-
one off is easy and funny as f*ck!!
#lovethatsh*t

* Hmmm. Perhaps some who are too
pig-faced to get laid and therefore
have zero chance of getting preg-
nant from such activity hold some-
thing against women who can?? IDK.
Stream of consciousnees thought af-
ter looking at her.

« f*cking weird stupid game man, can’t
believe we still won

We hypothesize that the misclassifications are due
to the use of irony, which according to the Oxford
English Dictionary is defined as “the use of words
to express something other than and especially the
opposite of the literal meaning of a sentence”. Sar-
casm is a special case of irony that has a bitter,
caustic tone that is “usually directed against an in-
dividual”. We propose that irony affects both false
positives and false negatives. In the false negative
case, the aggressors may use words that appear
innocent by definition, but the context suggests
that the sentence is insulting due to sarcasm. Con-
versely in the false negative case, some words may
appear hostile, but with context either the words
are not used toward a specific person, or the hos-
tile word is used as an irony. We hypothesize that
integrating irony and sarcasm directly into our mod-
els will improve their cyberbullying classification
performance.

It is worth noting that one of the main cues of
sarcasm is the intonation of speech, thus detecting




sarcasm by text alone can be challenging. Differ-
ent people may have different judgment. However,
one of the main components of sarcasm detection
is context, and BERT is one of the best tools for
understanding contextual cues within a sentence
based on its bidirectionality. We believe that hu-
mans may disagree with the result produced by a
sarcasm detection model, but the sarcasm model
is sufficient for the purpose of cyberbully detection.

4. Proposed Method

41.

First we evaluate each sarcasm detection method.
We use the dataset gathered by (Shmueli et al.,
2020), which consists of 15,000 sarcastic and
15,000 non-sarcastic tweets.? We randomly chose
5,000 data points from each class for the testing
dataset.

We use a neural network-based sarcasm detec-
tion model from (Ghosh and Veale, 2016). We do
not re-train or fine-tune the model. We achieved
an accuracy of 0.829 on our testing dataset, and
we deem that sufficient for our purpose. The model
uses a CNN-LSTM architecture, which converges
faster than LSTM alone and produces a better com-
posite representation of the input sentence. The
dropout layer on top of the CNN was also removed,
as the authors observed that some sarcasm indi-
cator words were dropped out from the output of
the CNN layer.

Sarcasm Detection Layer

4.2. Multilayer Perceptron

The last layer of our model is a simple multilayer
perceptron (MLP). The input consists of the Hate-
BERT output, the BERT embedding of the input
sentence, and the output from the sarcasm de-
tection model. Note that BERT produces a larger
embedding vector than HateBERT. When training
the MLP, we trained two different models, one with
BERT embedding and the other with HateBERT
embedding. We find that both the training time and
the accuracy are similar for the two models, and we
conclude that the embedding method will not signif-
icantly affect the performance result. The output is
the final cyberbully classifier. We have two hidden
layers followed by an output layer. Accuracy metric
is used in the training of the model, as we stop
training the model when there is no more accuracy
improvement for 15 epochs. We use sigmoid as our
activation function and Adagrad as our optimizer.
We choose an MLP for our experiment because
it is a weight-based network. During the training of
MLP, it can identify the weight of each input feature.

2Datasets and instructions can be found at https:
//github.com/bshmueli/SPIRS
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Using a more complex deep learning architecture
may further improve the cyberbullying detection per-
formance, which can be explored in future works.

4.3. Results

Similar to the cyberbully detection model evaluation,
we use both the accuracy metrics and F1 score.
The experimental results are reported in the table
below:

F1 Accuracy
Twitter | 0.885 0.873
YouTube | 0.816 0.803
Kaggle | 0.797 0.771

(a) HateBERT

F1 Accuracy
Twitter | 0.937 0.924
YouTube | 0.891 0.859
Kaggle | 0.808 0.813

(b) HateBERT + Sarcasm

We see improvement in all three datasets. Note
that the Twitter dataset has the most significant
improvement. It is also the largest and the most
imbalanced dataset among the three. The sarcasm
detection model is also trained using a separate
Twitter dataset, which may be one of the causes
for the most improvement. However, we do see
that the sarcasm detection improved the perfor-
mance on the YouTube and Kaggle datasets. For
our experiment purpose, we do not assume that the
sarcasm detection model can correctly detect sar-
casm, but rather output a feature score that plays
a role in the final cyberbullying detection.

4.4. Ablation Study

We want to investigate if the sarcasm detection
model helps improve the classification, or if the
additional MLP is the cause for improvement, so
we decided to train a similar MLP without including
the sarcasm detection model score. The results
are shown below:

F1 Accuracy
Twitter | 0.882 0.871
YouTube | 0.818 0.805
Kaggle | 0.800 0.769

We see no significant improvement in the ab-
lation study model, which confirmed our hypothe-
sis that the sarcasm detection model is the main
source of improvement. However, we do see a
slight increase in the evaluation metrics with the
addition of the MLP, but including the MLP also
increases the training time. It is also noted that


https://github.com/bshmueli/SPIRS
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training the MLP with or without the sarcasm de-
tection model score does not increase the training
time, and the runtime also stays consistent with the
two versions of MLP.

5. Conclusion

In this work, we compare several benchmark meth-
ods for cyberbully detection. We then perform a
failure analysis to investigate where the methods
failed to classify the data points accurately, and
we observe the common characteristic of misclas-
sified cases to be sarcasm. We hypothesize that
the cyberbully classifiers do not perform well on
ironic texts, and by including a sarcasm score in
the final classification, we can improve both the
accuracy and F1 score. We do not assume that
all cyberbullying texts are sarcastic, but we believe
that many false negative and false positive cases
contain sarcasm.

We conduct an evaluation of sarcasm detection
models. We choose the best cyberbully detection
model and the best sarcasm detection model to cre-
ate a simple MLP that takes the cyberbully score,
the sarcasm score, as well as the BERT represen-
tation of the original input data point and outputs
a final cyberbully classification. We find that our
model outperforms all benchmark cyberbully detec-
tion models.

Our finding suggests that cyberbully detection
may involve other NLP tasks, including but not lim-
ited to sarcasm, sentiment and emotion analysis, or
intent classification, etc. Future work can be done
to evaluate how each task affects the performance
of cyberbully detection.

5.1. Discussion

We note that there is a discrepancy between the def-
inition of cyberbullying. Most literature we reviewed
has a similar definition of cyberbullying, which we
defined in the introduction. However, several works
choose to distinguish between hate speech and
cyberbullying. Those works define hate speech as
general insulting to a group or a community, and
cyberbullying as a form of personal attack. For
example, an attack toward a specific social group
is hate speech and not cyberbullying, and an at-
tack toward a person belonging to a specific social
group is cyberbullying but not hate speech. We
choose to not investigate the difference between
hate speech and cyberbullying, meaning that we
treat those two similarly, but further work may be
performed on the difference in the definition of hate
speech and cyberbullying, which can potentially
increase the accuracy from training the data by the
specific definition group.
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Similarly, there exist discrepancies when classi-
fying sarcastic comments on social media. During
the investigation, we often find ourselves disagree-
ing with the sarcasm classification results. The
length of the input data and the lack of contextual
information can also hinder sarcasm classification
performance. Sarcasm detection is indeed a diffi-
cult task, and we do not claim that our model can
achieve outstanding performance on this task. We
simply use a sarcasm detection model to extract
features from a different standpoint, and use that
feature to aid us in cyberbullying detection.

5.2. Limitations

Itis worth noting that all datasets used in this project
are human-annotated, meaning that the classifi-
cation may be biased based on each annotator’s
knowledge, cultural background, definition of terms,
etc. Some datasets are also dated back to 2018,
which may become obsolete due to how fast the
internet has evolved. These datasets do not rep-
resent all forms of cyberbullying, meaning that the
results do not necessarily reflect the generalizabil-
ity of our method. Further testing is required to
use our method outside the scope of public social
media texts.

Furthermore, we did not test how accurate the
sarcasm classifier is on the cyberbully dataset.
Evaluating the accuracy of the sarcasm classifier
in the cyberbully dataset requires the cyberbully
dataset to be human-annotated, which is beyond
the scope of this project. Future work is required to
evaluate the sarcasm detection model against cy-
berbullying dataset. We do not reject the possibility
that the sarcasm detector is not detecting sarcasm
in the data, but rather detecting some underlying
features with correlation to cyberbullying that is not
detected by the cyberbully detection models.
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