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Preface

Welcome to the seventeenth edition of TextGraphs, the workshop on graph-based methods for natural lan-
guage processing. This edition was organized on August 15, 2024, in Bangkok, Thailand, co-located with
the 62nd Annual Meeting of the Association for Computational Linguistics (ACL 2024). TextGraphs-17
commemorates Prof. Dragomir Radev (1968–2023) and his seminal contributions to the TextGra-
phs community and the natural language processing field.

Recent years have witnessed remarkable advances in natural language processing (NLP) and graph theo-
ry domains that mostly develop independently with rare intersections. The seventeenth edition of the
TextGraphs workshop surpassed its boundaries, widening the workshop topic coverage to capture not
only a well-studied graph domain but a more general yet underexplored structured data domain as well.
Besides, we strongly encouraged novel research efforts that aim to explore the hot topic of the large
language model (LLM) prompting from the unique perspective of graph theory. Thus, our workshop
sought to establish more mutually beneficial relationships between NLP and structured data to address
the pivotal limitations of each domain.

Toward this end, the key topic for TextGraphs-17 was Knowledge Graphs meet LLMs. A proper uti-
lization of graph-based methods for reasoning over a Knowledge Graph (KG) is a prospective way to
overcome critical limitations of the existing LLMs which lack interpretability and factual knowledge and
are prone to the hallucination problem. Vice versa, the incorporation of LLM knowledge discovered from
large textual collections may help many graph-related tasks, such as KG completion and graph represen-
tation learning. This topic calls for research on the joint use of KG and LLM for improved processing
of either the NLP or graph domain. In line with this topic, a shared task on KGQA was organized and
co-located with the workshop.

We highlight three more topics relevant to the TextGraphs workshop:

• Chain Prompting of LLMs. Recent studies show that prompting strategies like Chain-of-Thought
and Graph-of-Thought enhance language understanding and generation tasks compared to the tra-
ditional few-shot methods. This topic calls for research on advanced prompting schemes and sof-
tware for LLMs and other pre-trained machine learning models.

• Learning from Structured Data. This topic calls for research that bridges textual and structured
data formats, including relational and non-relational databases, as well as standardized data formats
(such as XML, JSON, RDF, etc.)

• Interpretability of NLP Systems. This topic calls for research which adopts structured data
and employs graph-based methods to shed light on decision-making and logic behind modern
LLMs. This includes work on applying a KG to explore and evaluate factual awareness, treating
the interpretability problem from the GT perspective, or other applications of graphs to make
LLMs more understandable.
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Besides the main paper presentations, we ran a shared task on Knowledge Graph Question Answering
(KGQA). In this task, given a textual question and a list of entities with the corresponding KG subgraphs,
the participating system should choose the entity that correctly answers the question. Our competition
attracted thirty teams, four of which outperformed our strong ChatGPT-based zero-shot baseline.

Overall, this year, we received 25 submissions, out of which 8 submissions were accepted, 7 submissions
were accepted as shared task papers (including a report by shared task organizers), 8 submissions were
rejected by the reviewers, and 2 submissions were desk rejected.

We want to thank our keynote speaker, Rada Mihalcea, and we are also thankful to the members of the
program committee for their valuable and high-quality reviews. Their expert feedback has benefited all
submissions. Their timely contribution was the basis for accepting an excellent list of papers and making
the seventeenth edition of TextGraphs a success. Also, we are grateful to JetBrains, which provided
prizes for the competition participants.

Dmitry Ustalov, Yanjun Gao, Alexander Panchenko, Elena Tutubalina, Irina Nikishina, Arti Ramesh,
Andrey Sakhovskiy, Ricardo Usbeck, Gerald Penn, Marco Valentino

TextGraphs-17 Organizers

August 2024
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Learning Human Action Representations from
Temporal Context in Lifestyle Vlogs

Oana Ignat Santiago Castro Weiji Li Rada Mihalcea
University of Michigan - Ann Arbor, USA

oignat@umich.edu

Abstract

We address the task of human action representa-
tion and show how the approach of generating
word representations based on co-occurrence
can be adapted to generate human action repre-
sentations by analyzing their co-occurrence in
videos. To this end, we formalize the new task
of human action co-occurrence identification in
online videos, i.e., determine whether two hu-
man actions are likely to co-occur in the same
interval of time. We create and make publicly
available the CO-ACT (Action Co-occurrence)
dataset, consisting of a large graph of ∼12k
co-occurring pairs of visual actions and their
corresponding video clips. We describe graph
link prediction models that leverage visual and
textual information to automatically infer if two
actions are co-occurring. We show that graphs
are particularly well suited to capture relations
between human actions, and the learned graph
representations are effective for our task and
capture novel and relevant information across
different data domains.

1 Introduction

Action understanding is a long-standing goal in the
development of intelligent systems that can mean-
ingfully interact with humans, with recent progress
made in several fields including natural language
processing (Fast et al., 2016; Wilson and Mihalcea,
2017, 2019), computer vision (Carreira and Zis-
serman, 2017; Shou et al., 2017; Tran et al., 2018;
Chao et al., 2018; Girdhar et al., 2019; Feichten-
hofer et al., 2019), data mining (Kato et al., 2018;
Xu et al., 2019), and others. Many of the action
understanding systems developed to date, however,
rely mostly on pattern memorization and do not ef-
fectively understand the action, which makes them
fragile and unable to adapt to new settings (Sig-
urdsson et al., 2017; Kong and Fu, 2018).

Effective action understanding requires reliable
action representations. In this paper, we introduce
a strategy to generate contextual representations for
human actions by adopting an approach for creating

Learning Contextual Word Representations (a) vs.   
Learning Contextual Human Action Representations (b)

Today is 

veryapple

wake up

... ...

make breakfast

... ...

wash face

... ...

clean house

... ...

sunny

a)

b)

Figure 1: We draw inspiration from contextual word
representations to create novel action representations
based on video temporal context. Specifically, when
predicting the next word in a sentence, it is more ex-
pected to see certain words, for instance, after “Today is”
an expected word is “sunny” and not “apple”. Similarly,
human actions also follow a certain pattern, for instance,
after “waking up”, an expected next action is to “wash
the face” and not to “clean the house”.

word representations based on co-occurrence infor-
mation. In linguistics, co-occurrence is defined as
an above-chance frequency of ordered occurrence
of two adjacent terms in a text corpus. For example,
if the concepts “peanut butter”, “jelly”, and “sand-
wich” appear more often together than apart, they
would be grouped into a concept co-occurrence
rule. Co-occurrence is a building block concept
for word representations and language models. We
adapt this approach to human actions, which also
have their own co-occurrence relations, expressed
as temporal context. Most human actions are in-
terconnected, as an action that ends is usually fol-
lowed by the start of a related action and not a ran-
dom one (e.g., after “waking up”, one would “wash
face” or “make breakfast” and not “sell books” or
“go to bed”). We model this information through co-
occurrence relations: in general, we expect that the

1



actions ‘wake up”, “wash face” and “make break-
fast” co-occur in a short interval of time, while
“wake up”, “clean house” or “go to bed” do not.
A natural way to model the connections between
human actions is through a graph representation,
where actions are represented as nodes, and their
co-occurrences are represented as edges (Fig. 1).

The interconnection of human actions is well
captured in lifestyle vlogs, where vloggers visually
record their everyday routine consisting of the ac-
tivities they perform during a regular day (Fouhey
et al., 2018; Ignat et al., 2019, 2021). We collect
a dataset of lifestyle vlogs from YouTube that are
currently very challenging for systems to solve.

Contributions. Our paper makes four main
contributions. First, we show how the approach
to generating word representations based on co-
occurrence can be adapted to generating represen-
tations for human actions by analyzing their co-
occurrence in videos. To this end, we formalize
the new human action co-occurrence identifica-
tion task in online videos. Second, we introduce a
new dataset, CO-ACT, consisting of a large graph
of co-occurring actions in online vlogs. Third,
we propose several models to solve the task of
human action co-occurrence, by using textual,
visual, multi-modal, and graph-based action rep-
resentations. Finally, we show that our action
representations based on co-occurrence capture
novel and relevant information across different
data domains, which leads to rich avenues for fu-
ture work for improving action representation and
making progress toward the broader goal of action
understanding.

2 Related Work
There are three areas of research related to our
work: human action co-occurrence, graph link pre-
diction and webly-supervised learning

Human Action Co-occurrence. Recent work
shows that action co-occurrence priors (Kim et al.,
2020, 2021) increase the performance of human-
object interaction models and lead to more effective
training, especially in long-tail classes. Unlike our
work, they assume that the action co-occurrence
information is provided and do not attempt to learn
it. To the best of our knowledge, we are the first
to propose the task of learning human action co-
occurrence in videos.

Human action co-occurrence identification is
also related to learning action temporal order in
videos which is used to construct the co-occurring
action pairs. Misra et al. (2016) propose the task

of temporal order verification, i.e., to determine
whether a sequence of frames from a video is in
the correct temporal order. Using this simple task
and no semantic labels, they learn visual represen-
tation. In our work, we learn action representations
using the information extracted from the action co-
occurrence graph, a more general relation reflecting
a shared context among the actions.
Link Prediction. Link prediction is a key prob-
lem for graph-structured data and is relevant for our
graph formulation of action co-occurrence. The ob-
jective of link prediction is to predict whether two
nodes in a graph are likely to be linked (Liben-
Nowell and Kleinberg, 2007).

Link prediction approaches can be categorized
into three main categories (Kumar et al., 2020):
similarity-based/heuristic (Newman, 2001; Jaccard,
1901; Salton and McGill, 1983; Adamic and Adar,
2003; Ravasz et al., 2002; Zhou et al., 2009;
Liben-Nowell and Kleinberg, 2007); probabilistic-
based (Kashima and Abe, 2006); and dimensional-
ity reduction-based (e.g., embedding-based or other
learning approaches; Grover and Leskovec, 2016;
Kipf and Welling, 2017).

For our task, we apply the similarity-based,
embedding-based, and learning-based models.
Similarity-based methods are the simplest and mea-
sure similarity between every pair of nodes using
topology properties of the graph (e.g., common
neighbors). The embedding-based link prediction
models map the embedding of nodes to a lower
dimension such that similar nodes have similar em-
beddings. The learning-based link prediction mod-
els can be cast using supervised classification mod-
els where a point corresponds to a node pair in the
graph, and the point label represents the presence
or absence of an edge/link between the pair.
Webly-Supervised Learning. In our work, we
identify human action co-occurrence in the context
of rich, virtually unlimited, constantly evolving
online videos from YouTube, using the video tran-
scripts as a web supervision signal. Large-scale
video datasets on instructional videos (Miech et al.,
2019) and lifestyle vlogs (Fouhey et al., 2018; Ig-
nat et al., 2019, 2021, 2022) are other examples of
web supervision. The latter is similar to our work
as they analyze online vlogs, but unlike ours, their
focus is on action detection or the reasons behind
actions and not on action co-occurrence.

3 Dataset
To develop and test models for determining
if two actions co-occur, we compile a novel
dataset, which we refer to as CO-ACT (Action Co-
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occurrencE).

3.1 Data Collection
We start by compiling a set of lifestyle videos from
YouTube, consisting of people performing their
daily routine activities, such as cleaning, cooking,
studying, relaxing, etc. We build a data-gathering
pipeline to automatically extract and filter videos
and their transcripts.

We select 20 YouTube channels and download
all the videos and their transcripts. The channels
are selected to have good-quality videos with auto-
matically generated transcripts containing detailed
verbal descriptions of the actions depicted.

An analysis of the videos indicates that both the
textual and visual information are rich sources for
describing not only the actions but also in what or-
der the actions are performed, making them a great
source of data for developing action co-occurrence
models. The routine nature of the videos means
that the vloggers record and describe their actions
in the order they normally occur in a day: e.g.,
“wake up”, “make bed”, “wash face”, “make break-
fast”, “drive to work”, and so on. They can also
choose to focus on certain activities (e.g., often
cooking) and enumerate more fine-grained actions
related to those activities (e.g., “cut apple”, “add
peanut butter”). Therefore, our dataset contains
both general and fine-grained actions. We present
data analyses in Appendix A.2.
Action extraction. Having a comprehensive list
of actions is necessary for creating graphs that con-
tain most of the actions in the videos. At the same
time, not all the actions from the transcripts are
useful, as many of them are not visible in the video
or hard to detect by computer vision systems (e.g.,
“feel”, “talk”, “thank”, “hope”, “need”, “see’).

Therefore, we first ensure that the actions we col-
lect are mostly visible in the videos. Our strategy
is to extract all the verbs from the transcripts and
then filter them using a list of “visual verbs” col-
lected from imSitu (Yatskar et al., 2016), COCO-
a (Ronchi and Perona, 2015) and Levin (Levin,
1993).1 Verbs from imSitu and COCO-a are con-
sidered visual as the dataset collection pipelines
include an explicit annotation step to determine if
verbs are visual. We manually filter and check the
verbs collected from Levin.

Next, we extract all actions from the video
transcripts using the dependency parser from

1Levin’s taxonomy provides a classification of 3,024 verbs
(4,186 senses) into 48 broad and 192 fine-grained classes. We
leave analyzing the Levin verb taxonomy impact on human
action model performance as a future work direction.

spaCy (Honnibal et al., 2020) by extracting all the
verbs and their corresponding verb phrase direct
objects, prepositions, and objects of prepositions.
We find that extracting only verbs and their cor-
responding direct objects does not always return
comprehensive actions (e.g., “add teaspoon” versus
“add a teaspoon of salt”). We also find that many
verbs do not have informative direct objects (e.g.,
“write it”, “clean them”), which makes the actions
harder to differentiate and visually recognize. To
address this, we apply co-reference resolution on
the video transcripts using spaCy (Honnibal et al.,
2020) NeuralCoref2 model and re-extract the ac-
tions from the processed transcripts.

Finally, we obtain our visible actions by filter-
ing all the transcript-extracted actions that contain
visual verbs.
Video extraction. As transcripts are temporally
aligned with videos, we can obtain meaningful
video clips related to the narration. We extract
clips corresponding to the visual actions based on
transcript timestamps. From 2,571 videos, we ob-
tain 19,685 unique video clips and 25,057 (action,
video-clip) pairs. Note that an action can be present
in multiple video clips, and conversely, a video clip
can contain multiple actions. To control the num-
ber of clips per action, we randomly sample up to
10 random video clips for each action and finally
obtain 12,994 (action, video-clip) sampled pairs.
Quality Assurance. As described above, we per-
form multiple steps to ensure the actions appear in
the videos. First, we manually select 20 YouTube
channels from vloggers with high-quality filming
styles, who usually provide detailed visual and tex-
tual descriptions of their actions. Second, we auto-
matically extract actions that contain visual verbs.
We manually check around 100 extracted actions
to see if they are parsed well and if they correctly
match their corresponding video and transcript con-
text. Third, we automatically filter out videos that
do not contain any transcripts or no significant mo-
tion. We filter out the motionless videos by fol-
lowing the procedure from Ignat et al. (2019): we
sample one out of every one hundred frames of
the videos and compute the 2D correlation coeffi-
cient between these sampled frames. We filter out
all the videos with a median of the values greater
than a threshold (0.8). We manually check around
100 (action, video) pairs to see if they correctly
match and find around 18 complete misalignments.
Finally, to mediate the misalignment and obtain di-
verse filming perspectives, we randomly sample up

2https://spacy.io/universe/project/neuralcoref
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#Verbs #Actions #Action pairs

Initial 608 20,718 -
Co-occurrence 439 18,939 80,776
Clustering 172 2,513 48,934
Graph 164 2,262 11,711

Table 1: Statistics for the collected number of unique
verbs, actions, and co-occurring action pairs at each
stage of data pre-processing.

to 10 video clips for each action, which increases
the chances that the action is present in at least
one video. Random examples of actions and their
video-frames are found in sample-frames.

3.2 Data Pre-processing

After collecting videos, transcripts, and actions, the
following data pre-processing steps are applied.

Action Co-occurrence Selection. From all the
extracted visual actions, we automatically select all
the action pairs that are co-occurring. We define
two actions as co-occurring if they are less than 10
seconds away from each other. The 10 seconds is
an intermediate value threshold we set after experi-
menting with other values. This threshold controls
the scale of time we choose to focus on when col-
lecting co-occurring actions: e.g., mostly short ac-
tions (e.g., “open fridge”, “get milk”) are captured
in a small interval of time (1-5 sec), while longer
intervals allow for longer and more diverse actions
to co-occur (e.g., “prepare meal”). We choose an
intermediate value that allows for both shorter and
longer actions to co-occur3. Our intuition is that
modeling the relations between both shorter and
longer actions would result in learning more com-
prehensive information about human actions. We
also consider the in-depth analysis of this thresh-
old and its downstream effects as an interesting
future work direction and our framework allows
for effortless threshold tune.

For computing the distance in time between two
actions, we use the transcript time stamps. This
allows scaling data with no constraints from the
annotation budget. The transcript time stamps do
not always match the time the action appears in
the video. However, this hardly impacts our task
because the actions mentioned in the transcript usu-
ally follow the order from the video. Furthermore,
we mediate misalignments by collecting multiple
videos per action and filtering steps described in
the previous section.

3The captured actions also depend on the filming style
(e.g., vloggers could increase the filming time of normally
short actions).

Action Clustering. We find that many actions
are often very similar in meaning. This leads to
many action repetitions: e.g., “use iron”, “iron
shirt”, “iron cloth”. To avoid such repetitions, we
group similar actions by clustering all actions. We
represent each action using the pre-trained model
Sentence-BERT (Reimers and Gurevych, 2019)
and apply Agglomerative Clustering (Murtagh and
Legendre, 2014). We filter out the clusters of ac-
tions with less than two actions, as they are likely
to be outliers that were not well extracted. The ac-
tions in each cluster are then renamed to the most
common action in the cluster: e.g., “iron shirt” and
“iron cloth” are renamed to “use iron”.

We observe that the clustering model is introduc-
ing some noise level as it does not perfectly cluster
all actions. We tried to mitigate this with different
Sentence-BERT pre-trained models for sentence
similarity4 and fine-tuning our clustering model
hyper-parameters5 based on automatic evaluation
metrics for measuring the quality of clusters6.
Action Graph Filtering. After we rename the ac-
tions based on clustering, we create a graph where
the nodes represent the actions, and the edges rep-
resent the relations between two actions. Specifi-
cally, we create an undirected graph for each video,
where the graph nodes are represented by the ac-
tions in the video and the co-occurring actions are
connected by an edge. Each edge has a weight
equal to the number of times the corresponding
actions co-occur in the video.

We combine all the video graphs to obtain a
single large graph that contains all the co-occurring
actions in our data. We filter out the action pairs
that co-occur only once in the graph (their edge
weight equals one), as their co-occurrence relation
is not strong and might be random. We show the
statistics before and after all the action filtering
steps in Table 1. More information (e.g., action
frequency distributions, action pairs) can be found
in Appendix A.

3.3 ACE vs. current Human Action Datasets

Many publicly available visual action datasets
(Carreira and Zisserman, 2017; Soomro et al., 2012;
Kuehne et al., 2011) do not have video transcripts
and do not have videos with multiple actions pre-
sented in their natural order, therefore we cannot
leverage the textual information and the relations

4sbert.net/docs/pretrained_models.html
5linkage distance threshold (1.5), linkage criterion (ward)
6Silhouette Coefficient (Rousseeuw, 1987), Calinski-

Harabasz Score (Caliński and Harabasz, 1974), and Davies-
Bouldin Index (Davies and Bouldin, 1979)

4
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between actions, as we can do in our dataset.
The majority of human actions datasets with

transcripts are restricted to one or few domains
(e.g., cooking (Zhou et al., 2018) or instructional
videos (Miech et al., 2019; Tang et al., 2019)). The
main difference between lifestyle vlogs and instruc-
tional videos is the domain of the actions. Instruc-
tional videos are usually from just one domain (e.g.,
either cooking, repairing, or construction) and tend
to have a specialized vocabulary (e.g., car repair).
Lifestyle vlogs contain various everyday actions
from multiple domains in the same video (clean-
ing, cooking, DIY, entertainment, personal care).
Due to the diversity of domains in our data, our
model learns not only the co-occurrence between
in-domain actions (e.g., cooking: “cut potato” &
“add onion”) but also the relations from different
domains (e.g., personal care and cooking: “wash
face” & “make breakfast”).

4 Action Co-occurrence in Vlogs
We formulate our action co-occurrence identifica-
tion task as a link prediction task. Link prediction
aims to predict the existence of a link between
two nodes in a graph. In our setup, nodes are rep-
resented by actions, and every two co-occurring
actions are connected by a weighted edge, where
the weight represents the number of times the two
actions co-occur. Our goal is to determine if an
edge exists between two given actions.7

4.1 Data Representation
Textual Representations. To represent the tex-
tual data – actions and their transcript context,
we use Sentence Embeddings computed using
the pre-trained model Sentence-BERT embed-
dings (Reimers and Gurevych, 2019) calculated
using the graph topology and the textual embed-
dings obtained from CLIP (Radford et al., 2021).
When computing CLIP textual action embeddings,
we concatenate the action with given prompts (e.g.,
“This is a photo of a person”), as described in the
original paper (Radford et al., 2021).
Video Representations. We use the CLIP
model (Radford et al., 2021) to represent all the
actions and their corresponding video clips. One
action can have multiple video clips: an action has
at most 10 corresponding videos. From each video
clip, we extract four equally spaced frames and pre-
process them as done before (Radford et al., 2021).
We use the pre-trained Vision Transformer model
ViT-B/16 (Dosovitskiy et al., 2021) to encode the

7At this point, we do not aim to also identify the strength
of the link.

video frames and the textual information. We apply
the model to each of the four frames and average
their representations (Luo et al., 2021).
Graph Representations. We also use the train-
ing graph topology information (node neighbors
and edge weights) to compute action embeddings
as the weighted average of all of their neighbor
node embeddings, where the weights are edge
weights (i.e., how many times the two nodes co-
occur). The neighbor node embeddings are repre-
sented using either textual embeddings (Sentence-
BERT; Reimers and Gurevych, 2019) or visual em-
beddings (CLIP; Radford et al., 2021). All the
graph-based models described in the next section
use graph topology information from the validation
graph (see Section 5.1).

We use the representations described above as
input to different action co-occurrence models.

4.2 Action Co-occurrence Models
We explore many models with various input repre-
sentations. We group the models as described in
the related work link prediction section: random
baseline, heuristic-based models (graph topology
models), embedding-based models (cosine simi-
larity and graph neural networks), and learning-
based models (SVM models). As described in Sec-
tion 4.1, we run experiments with various types
of data representations: Textual: Action and Ac-
tion Transcript; Visual: Action, Video, and Multi-
modal (Action&Videos; the average between ac-
tion and video visual embeddings); Graph: Ac-
tion and Multi-modal (Action&Videos) using graph
topology.

4.2.1 Random Baseline
The action pairs to be predicted as co-occurring or
not are split into equal amounts, therefore a random
baseline would have an accuracy score of 50%.

4.2.2 Heuristic-based Graph Topology Models
We apply several popular node similarity methods
that only use graph topology information in the pre-
diction process: Common Neighbours (Newman,
2001), Salton Index (Salton and McGill, 1983),
Adamic-Adar Index (Adamic and Adar, 2003), Hub
Promoted Index (Ravasz et al., 2002), and Shortest
Path (Liben-Nowell and Kleinberg, 2007). Note
that the heuristic-based methods do not use any
data representations described in Section 4.1. We
describe each of the methods above:

Notation. Let sxy be the similarity between
nodes x and y, Γ(x) be the set of nodes connected
to node x and kx be the degree of node x.
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Common Neighbours. Two nodes are more
likely to be connected if they have more common
neighbors.

sxy = |Γ(x) ∩ Γ(y)| (1)

Salton Index. Measures the cosine of the angle
between columns of the adjacency matrix corre-
sponding to given nodes.

sxy =
|Γ(x) ∩ Γ(y)|√

kxky
(2)

Hub Promoted Index. This measure assigns
higher scores to edges adjacent to hubs (high-
degree nodes), as the denominator depends on the
minimum degree of the nodes of interest.

sxy =
|Γ(x) ∩ Γ(y)|
min{kx, ky}

(3)

Adamic-Adar Index. This measure counts com-
mon neighbors by assigning weights to nodes in-
versely proportional to their degrees. That means
that a common neighbor, which is unique for a few
nodes only, is more important than a hub.

sxy =
∑

z∈Γ(x)∩Γ(y)

1

log kz
(4)

Shortest Path. The similarity score is inversely
proportional to the length of the shortest path be-
tween two nodes.

sxy =
1

min{l : path<l>
xy exists} (5)

Weighted Graph Models. Our graph is
weighted, therefore we also apply weighted graph
models. We modify some of the above models
(Common Neighbours, Adamic-Adar Index) to use
the link weight information, as proposed in Zhu
and Xia (2016). We find that using link weights
achieves similar results as without them.

4.2.3 Embedding-based Models
Cosine Similarity. We compute the cosine sim-
ilarity between their embeddings to determine if
two given actions co-occur. If the similarity score
is greater than a threshold fine-tuned on validation
data, we predict the actions as co-occurring.
Graph Neural Networks. We also use Graph
Neural Network (GNN) models. We choose four
diverse and popular models (Kumar et al., 2020):
attri2vec (Zhang et al., 2019), GraphSAGE (Hamil-
ton et al., 2017), GCN (Kipf and Welling, 2017).
GNN models can also be classified as learning-
based models: they learn a new heuristic from

a given network, as opposed to Graph Topology
models, which use predefined heuristics, i.e., score
functions. We create our graph based on a known
heuristic: co-occurring actions are closely con-
nected in the graph. Therefore, we hypothesize
that heuristic models will perform better. Indeed,
we observe that for our graph, the GNN methods
do not perform better than the heuristic models:
the best-performing model is GraphSAGE with
77.2% accuracy, while the best-performing topol-
ogy model has an 82.9% accuracy (see Table 2).
Therefore, we conclude that our task does not ben-
efit from these neural models.

4.2.4 Learning-based Model
We run a support vector machine (SVM) (Cortes
and Vapnik, 1995) classifier on each action pair to
be classified as co-occurring. We concatenate all
the input representations and the heuristic scores,
and we standardize the features by removing the
mean and scaling to unit variance. We fine-tune the
model hyper-parameters (kernel, C, gamma) on the
validation data using a grid search.

5 Evaluation
We conduct extensive experiments to evaluate the
action pairs co-occurrence identification task. The
task can be represented as a graph link prediction
task. Therefore, we adopt the link prediction evalu-
ation process.

5.1 Evaluation Data Split
We split the original graph into train, validation,
and test graphs. In link prediction, the goal is to
predict which links will appear in the future of an
evolving graph. Therefore, while keeping the same
number of nodes as the original graph, the number
of edges is changed as some of the edges are re-
moved during each split and used as the positive
samples for training, fine-tuning, and testing the
link prediction models. The edges are split into the
train, validation, and test sets using a transductive
split, which is considered the default evaluation
splitting technique for link prediction models (Xu
et al., 2018). Specifically, we randomly sample
10% of all existing edges from the original graph
as positive testing data and the same number of
nonexistent edges (unconnected node pairs) as neg-
ative testing data. The reduced graph becomes the
test graph and, together with the set of sampled
edges, is used for testing the models. We repeat
the same procedure to create the validation and the
train data for the models. The validation graph is
created by reducing the test graph, and the training
graph is created by reducing the validation graph.
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Model Accuracy

BASELINE

Random 50.0

HEURISTIC-BASED

Common Neighbours 82.9
Salton Index 71.2

Hub Promoted Index 78.3
Adamic-Adar Index 82.9

Shortest Path 82.9

EMBEDDING-BASED

Cosine similarity 82.8

attri2vec 65.7
GCN 77.2

GraphSAGE 78.1

LEARNING-BASED

SVM 91.1

Table 2: Accuracy results for all the models.

5.2 Results and Ablations

Table 2 contains the results, measured by accu-
racy, for each model type. The learning-based
model, SVM, using all input representations (tex-
tual, visual, graph) and all graph heuristic scores
obtains the highest accuracy score. Therefore, us-
ing both graph topology information and textual
embeddings leads to the best performance for our
task. The results for each of the heuristic-based
graph-topology models are shown in Table 2. Sim-
ple heuristics (common neighbors or shortest path)
are enough to perform well.

Modality Ablation. The ablation results, split
by input representation are shown in Table 3. We
analyze how different input representations influ-
ence the model’s performance: textual (Sentence-
BERT and CLIP textual) vs. visual (CLIP visual)
vs. multi-modal (CLIP textual and visual) vs. graph
(Sentence-BERT and CLIP textual and visual). The
input representations are described in Section 4.1.
The textual embeddings are a strong signal for our
task, even when not using any graph information:
SVM with only Action Sentence-BERT embed-
dings has a 76.3% accuracy. Using graph represen-
tations or graph heuristic information leads to sig-
nificantly better performance (80.9% and 91.1% ac-
curacy, respectively). The visual and multi-modal
embeddings are also valuable but perform worse
than the textual embeddings. We hypothesize that
CLIP embeddings might be affected by the time
misalignment between the transcript and the video.
However, the visual modality offers important in-

formation about human actions and can be used in
future work with more robust visual models.

5.3 Downstream Task: Action Retrieval
Similar to how word embeddings have been used
for word similarity and for retrieving similar words
and documents (Mikolov et al., 2013; Devlin et al.,
2019), our graph dataset enables action similar-
ity and similar action retrieval leveraging action-
specific properties in the multi-modal space.

To show the usefulness of our graph-based ac-
tion embeddings, we test them on the similar ac-
tion retrieval downstream task. Specifically, we
compare two action representations: textual (Ac-
tion Sentence-BERT embeddings) and graph-based
(graph weighted average of neighbor nodes Action
Sentence-BERT embeddings). In Fig. 2, we show
the top three nearest neighbor actions from each of
the representations for three random action queries
from our dataset. We observe that each represen-
tation captures different types of information. The
actions obtained with textual representations are
more syntactically similar to the action query, shar-
ing either the verb or the object. This can be unde-
sirable, as many retrieved actions are too repetitive
and not always relevant to the action query: e.g.,
“build desk”: “build bookshelf”, “build house”. In
contrast, the actions obtained with graph represen-
tations are more diverse and capture location in-
formation, i.e., actions expected to be temporally
close in a video: e.g., “build desk”: “use knife”,
“add storage”, “put piece of wood”.

Novelty vs. Relevance in Action Retrieval. A
major focus in the field of Information Retrieval
has been the development of retrieval models
that maximize both the relevance and the novelty
among higher-ranked documents (Carbonell and
Goldstein-Stewart, 1998). For the task of action
retrieval, we can approximate relevance through
the location relevance of an action, and novelty
through the diversity of the actions retrieved.

Diversity in Action Representations. Similar
to word or document retrieval, diversity in action
retrieval reflects novel results. To measure the di-
versity captured by the action representations, we
compute the overlap score as the number of over-
lapping words between the action query and the
retrieved top k action nearest neighbors, divided
by the total number of words in the retrieved ac-
tions. For example, in Fig. 2, the action query
“chop potato”, for k = 3, the action kNNs using
textual representations (in blue) have 3 overlapping
words (“chop”, “potato”, “potato”), from a total
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Model
INPUT REPRESENTATIONS

Textual Visual Graph

Action Transcript Action Video Action&Video Action Action&Video

Cosine Similarity 60.6 65.2 62.7 57.0 65.4 82.8 50.6
SVM 76.3 71.1 73.1 76.2 76.1 80.9 74.6

Table 3: Ablations and accuracy results on test data. We compute the ablations for each input representation:
textual, visual, and graph, for an embedding-based model (cosine similarity) and a learning-based model (SVM);
the heuristic-based models do not depend on input representation type, therefore we do not ablate them.

k
INPUT REPRESENTATIONS

Textual Graph

DIVERSITY/ OVERLAP SCORE ↓

3 0.35 0.12
5 0.31 0.11
10 0.26 0.10

Dataset LOCATION / RECALL SCORE ↑

Breakfast 0.16 0.22
COIN 0.23 0.60

EPIC-KITCHENS 0.14 0.26

Table 4: Scores measuring the difference of information,
diversity, and location, between the action kNNs using
different types of embeddings: textual and graph-based.

of 8 words, resulting in an overlap score of 3/8.
We average the overlap scores across all the ac-
tion queries in our dataset (2,262 unique actions)
for k ∈ 3, 5, 10. Table 4 shows that the actions re-
trieved using our graph representations have around
three times fewer overlapping words with the ac-
tion query; i.e., they are more diverse than those
retrieved using the textual representation.

Location in Action Representations. To quan-
tify how much location information an action
representation holds, we use three annotated ac-
tion localization datasets: COIN (Tang et al.,
2019), which includes instructional videos; EPIC-
KITCHENS (Damen et al., 2018); and Break-
fast (Kuehne et al., 2014, 2016). We use the train-
ing data to create an action co-occurrence graph
and learn action graph representations and the test-
ing data to test our action representations. For each
action query in the test set, we obtain the actions
localized before and after as the gold standard ac-
tion neighbors. We also calculate the predicted
action kNNs (k = 3) of the action query using tex-
tual and graph-based representations. To measure
the location information, we compute the recall
score between the gold standard action temporal
neighbors and the predicted action kNNs. Table 4
shows that graph-based representations hold more
location information than textual representations.

dab 
stain

rub finger

remove 
stain

use hydrogen peroxide

use baking 
soda

build of bookshelf

build 
furniture

build 
house

put piece of wood

add 
storage

use knife

chop 
onion

add 
potato

bake potato in oven

add onion

chop chicken

add 
to pan

chop potatobuild deskrub stain

use water

Figure 2: Top three action neighbors, obtained from
textual (blue) and graph-based (purple) representations,
for three random action queries from our dataset: “rub
stain”, “build desk”, “chop potato”.

Action representations that capture location infor-
mation would likely benefit models in many com-
puter vision applications, such as action localiza-
tion, segmentation, or detection.8 This leads to
future research directions for effectively utilizing
graph-based representations and co-occurring ac-
tions.

6 Conclusion

In this paper, we addressed the task of learning
human action representations from co-occurring
human actions in videos. We explored the genre
of lifestyle vlogs and constructed CO-ACT, a new
dataset of ∼12k pairs of visual actions and their
corresponding clips. We evaluated models that
leverage textual, visual, multi-modal, and graph
information. We built CO-ACT and action co-
occurrence identification models to capture hu-
man action relations, which leads to progress to-
wards the goal of action understanding. We are
the first to address this problem and to use graph
representations in this setting. We showed that
graph representations are useful for our task, cap-
ture information about human actions across di-
verse domains, and complement the representa-
tions learned from current language and visual
models. The CO-ACT dataset and code are
available at https://github.com/MichiganNLP/
vlog_action_co-occurrence.

8For more on how our graph can be used in other down-
stream tasks, see Appendix A.1.
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Ethics and Broad Impact Statement

Our dataset contains public YouTube vlogs, in
which vloggers choose to share episodes of their
daily life routine. We use the videos to detect co-
occurring actions without relying on information
about the person’s identity, such as gender, age, or
location.

The data can be used to better understand peo-
ple’s lives by looking at their daily routines and in
which order they choose to perform their actions.
The data contains videos of men and women and
sometimes children, but most videos come from
women. The routine videos present mostly ideal
routines and are not comprehensive about all peo-
ple’s daily lives. Most of the people represented
in the videos are middle-class Americans, and the
language spoken is English.

In our data release, we only provide the YouTube
URLs of the videos, so the creator of the videos can
always have the option to remove them. YouTube
videos are a frequent source of data in research
papers (Miech et al., 2019; Fouhey et al., 2018;
Abu-El-Haija et al., 2016), and we followed the
typical process used by all this previous work of
compiling the data through the official YouTube
API and only sharing the URLs of the videos. We
have the right to use our dataset how we use it,
and we bear responsibility in case of a violation of
rights or terms of service.

Limitations

Weak supervision from video transcripts. We
use the weakly supervised time signal from auto-
matically generated video transcripts without man-
ual annotations. This allows for no limits in scale
at the cost of some noise. To reduce the noise, we
use multiple (up to 10) videos to obtain the tempo-
ral action information and perform various filtering
steps described in the Quality Assurance subsec-
tion. Furthermore, the time information is used
only to find the co-occurrence information between
actions, not the actual time location of the actions;
therefore, it is not necessary to be clear-cut.

Directed vs. Undirected graph representations.
A directed graph also captures the order between
the actions, which can be used in a future work
direction for action prediction applications. How-
ever, an undirected graph is sufficient to obtain
co-occurrence information, which suits our goal
for our paper. We looked into transforming our
graph into a directed one. However, we could not
do this reliably because the transcripts do not pre-

serve the exact order of the actions. This is due
to how vloggers choose to verbally describe their
routines: e.g. from “during washing my face, I will
wake up” - it is not trivial to automatically extract
the correct/natural order of the actions, as in this
case, the result would be incorrect (wash face, then
wake up). We tried modeling this using time key-
words (e.g., “during”, “after”, “before”) but due
to the complexity of natural language, we found
exceptions and other complex scenarios that could
not be modeled automatically.
More advanced multimodal fusion techniques.
More advanced multimodal fusion techniques
might improve the performance, and we also in-
clude this direction in future work. However, in this
paper, we focused on data collection and providing
a set of comprehensive link prediction baselines:
heuristic-based, embedding-based, and learning-
based. These baselines are challenging, as demon-
strated by the high accuracy results from Table 2.
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A Appendix

A.1 How to use the graph in other datasets
and downstream tasks

Our comprehensive graph can be extended to
new data and new tasks. We intentionally in-
cluded a large number of actions in our graph, mak-
ing it comprehensive and exhaustive (see Table 1:
164 verbs/ 2,262 unique actions), precisely to in-
crease the chance that actions from new data can
be found in our graph.

We do not need to create a new graph for each
new data or new task. Instead, we can directly use
our provided learned action representations, which
can also be fine-tuned on the new data. If there is a
sufficiently similar (i.e., based on cosine similarity)
class match between the actions we provide and
the actions from the new data, then we can use our
corresponding learned action representations. Oth-
erwise, the new actions can be added to the graph,
and new action representations can be computed.
We provide code and guidelines on how to extend
our graph and obtain new action representations.
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use coconut oil
cook on stove
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add oil
add egg
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add cinnamon
wear makeup

use almond milk
add to bowl
add tomato

use mushroom
use water
use brush

add vegetable
add olive oil

add flavor
add chicken

add cup of oats
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Figure 3: Co-occurrence matrix for the top 50 most frequent actions in our dataset, CO-ACT. The scores are
computed using the PPMI measure: actions with higher scores have a stronger co-occurrence relation and vice-versa.
For better visualization, we sort the matrix rows to highlight clusters. Best viewed in color.
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Figure 4: Co-occurrence matrix for the top 50 most frequent verbs in our dataset, CO-ACT. The scores are computed
using the PPMI measure: actions with higher scores have a stronger co-occurrence relation and vice-versa. For
better visualization, we sort the matrix rows to highlight clusters. Best viewed in color.
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Action pair Frequency

load dishwasher, wash dish 52
eat food, eat in day 29

use shampoo, wash hair 26
use cloth, use water 24

add sweetener, add teaspoon of maple syrup 23
use almond milk, use milk 22

use butter, use purpose flour 22
add olive oil, massage kale 22

load dishwasher, load dishwasher at night 22
clean steel appliance, use cloth 21

put dish, wash dish 19
clean toilet, spray toilet 19
clean sink, use dish soap 19

add cocoa powder, use purpose flour 17
squeeze lemon juice, use lemon 17

brush tooth, wash face 16
curl eyelash, use mascara 15

put in freezer, put in smoothie 15
add tomato, cook on stove 15
clean bathtub, use broom 15

... ...
pack makeup bag with, put in ziploc bag 2

put on skin, use for lip 2
put stuff, use on cuticle 2

put under eye, use on cuticle 2
put on eyelid, use on cuticle 2

fill brow, use on cuticle 2
read book, use business card 2

spray paint, use iron 2
use product, use vegetable peeler 2

teach responsibility, work in beauty industry 2
use charcoal scrub, use scrub 2

use charcoal scrub, use vegetable peeler 2
use charcoal scrub, use steamer 2

add tea to water, use charcoal scrub 2
open pore, use charcoal scrub 2

use charcoal scrub, use sheep mask from store 2
use on drugstore, use product 2

break surface of water, remove makeup 2
brush hair, spray with hairspray 2

fill brow, fill browser bed 2

Verb pair Frequency

add, use 3864
use, use 2987
add, add 2895
put, use 1786
add, put 1060

add, cook 814
clean, use 724
put, put 620

use, wear 366
add, chop 355

clean, clean 330
cut, use 328

use, wash 317
add, eat 293

cook, use 284
add, cut 256

clean, put 246
eat, use 244
eat, eat 201
fill, use 191

... ...
bake, pull 2
bake, stick 2
pack, pull 2

empty, hold 2
brush, mix 2

attach, paint 2
pour, wrap 2
fight, wash 2

drink, massage 2
add, poke 2
stick, stir 2
fill, scrape 2

carve, cover 2
curl, open 2
curl, rinse 2
fill, pump 2

build, draw 2
teach, work 2

break, remove 2
brush, spray 2

Top 20 most and least frequent action pairs (left)
and verb pairs (right) in our dataset.
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A.2 Data Analysis
We want to determine which actions co-occur the
most in our dataset, as it may be valuable knowl-
edge for action recognition and action prediction
systems. Systems enriched with this knowledge
can make more informed decisions when predict-
ing or recognizing actions. Specifically, action
recognition systems can discard actions that are un-
likely to happen given a previous action and assign
a higher probability to actions known to co-occur
with the previous action (e.g., given a previously
recognized action “wake up”, a likely next action
could be “wash face”, and not “clean house”).

Given two actions, we compute their co-
occurrence score using the Positive Pointwise Mu-
tual Information (PPMI) (Church and Hanks, 1989).
PMI is biased towards infrequent words, therefore
we do not compute PMI for infrequent actions (that
appear less than 10 times).

PPMIai,aj = max(log
Pai,aj

PaiPaj

, 0) (6)

Pai,aj =
#(ai, aj)

#action pairs
, Pak =

#ak

#actions
(7)

Figure 5 shows the co-occurrence matrix for the
top 20 most frequent actions. The most frequent
actions are related to cooking. We can see how ac-
tions related to adding ingredients are co-occurring
among themselves (e.g., “add potato” and “add
avocado”) or with actions related to adding some-
thing to a container (e.g., “add potato” and “add
to bowl”). Appendix A includes additional in-
formation: co-occurrence matrices of the top 50
most frequent actions and verbs (Figs. 3 and 4),
top 20 actions and verb pairs co-occurring the
most/least (Appendix A.1), actions and verbs dis-
tributions (Figs. 6 and 7), top 10 most frequent
clusters (Fig. 8).

A.3 Action and Verb Distribution
A.4 Action Clustering
Recall that all the raw actions extracted from the
transcript are clustered as described in Section 3.2.
To analyze the content of the clusters, we show
the 10 most frequent clusters using t-distributed
Stochastic Neighbor Embedding (t-SNE) (Van der
Maaten and Hinton, 2008) (see Fig. 8)

By examining the clusters, we can distinguish
some open challenges or future work directions.
First, there are multiple ways of expressing the
same action, which can be seen when looking at
the actions inside each cluster (e.g., “add to bowl’,

ad
d 

in
gr

ed
ie

nt
co

ok
 o

n 
st

ov
e

ad
d 

sa
lt

us
e 

al
m

on
d 

m
ilk

us
e 

wa
te

r
ad

d 
m

ap
le

 sy
ru

p
ad

d 
oi

l
ad

d 
po

ta
to

us
e 

av
oc

ad
o

ad
d 

wa
te

r
co

ok
 fo

r m
in

ut
e

us
e 

oi
l

lo
ad

 d
ish

wa
sh

er
ad

d 
cin

na
m

on
ad

d 
ga

rli
c

we
ar

 m
ak

eu
p

ad
d 

to
 b

ow
l

ad
d 

to
m

at
o

pu
t i

n 
ov

en
us

e 
ba

na
na

add ingredient
cook on stove

add salt
use almond milk

use water
add maple syrup

add oil
add potato

use avocado
add water

cook for minute
use oil

load dishwasher
add cinnamon

add garlic
wear makeup

add to bowl
add tomato
put in oven
use banana
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Figure 5: Co-occurrence matrix for the top 20 most
frequent actions in our dataset, CO-ACT. The scores are
computed using the PPMI measure: actions with higher
scores have a stronger co-occurrence relation and vice-
versa. For better visualization, we sort the matrix rows
to highlight clusters. Best viewed in color.

0 100 200 300 400 500
0

100

200

300

400

500

600

700

Co
un

t

Figure 6: Action distribution in our dataset, CO-ACT:
count of actions frequencies.

16



0 2500 5000 7500 10000125001500017500
0

20

40

60

80

100

120

Co
un

t

Figure 7: Verb distribution in our dataset, CO-ACT:
count of verb frequencies.

“add into bowl”, “place in bowl”, “use measuring
bowl”). This showcases the complexity of lan-
guage. Second, the cluster algorithms are not per-
fect and some clusters could be merged (e.g., “add
water” and “use water”) or some actions should not
belong in some of the clusters (e.g., “put engine
oil” and “paint with oil”). Third, actions can be too
ambiguous (“use water”) or too broad (e.g., “add
ingredient”).
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add water along way

add bit water add water
add to water

add water into

put list of oil

put engine oil

use steamer with oil

put of oil

paint with oil

add urge to bowl
use measuring bowl

add into bowl
break bowl

place in bowl

set oven to degree

use oven in fall

burn in oven

put oven

stick in degree oven

use water

use technique with water

use on waterline

wash with water

push water

add gram of avocado

add calorie of avocado

toast piece of bread elect avocado
add avocado to piece

eat avocado

use cinnamon stick

use teaspoon of cinnamon mix
add cinnamon stick

use cinnamon butter

add cinnamon nutmeg use garlic clove
put garlic chunk add garlic clove

add garlic onion

chop clove of garlic

bake oven for minute
cook in minute

cook for minute
roast oven for minute

set toaster oven for minute

fill with ingredient

mix with ingredient
combine ingredient

load with ingredient

add ingredient into

add water
use oil
add to bowl

put in oven
use water
use avocado

add cinnamon
add garlic

cook for minute
add ingredient

Figure 8: The t-SNE representation (Van der Maaten and Hinton, 2008) of the ten most frequent action clusters in
our dataset. Each color represents a different action cluster. Best viewed in color.
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Abstract

Learning on text-attributed graphs (TAGs), in
which nodes are associated with one or more
texts, has been the subject of much recent work.
However, most approaches tend to make strong
assumptions about the downstream task of in-
terest, are reliant on hand-labeled data, or fail
to equally balance the importance of both text
and graph representations. In this work, we
propose Contrastive Graph-Text pretraining
(ConGraT), a general, self-supervised approach
for jointly learning separate representations of
texts and nodes in a TAG. Our method trains a
language model (LM) and a graph neural net-
work (GNN) to align their representations in a
common latent space using a batch-wise con-
trastive learning objective inspired by CLIP. We
further propose an extension to the CLIP ob-
jective that leverages graph structure to incor-
porate information about inter-node similarity.
Extensive experiments demonstrate that Con-
GraT outperforms baselines on various down-
stream tasks, including node and text category
classification, link prediction, and language
modeling. Finally, we present an application
of our method to community detection in so-
cial graphs, which enables finding more textu-
ally grounded communities, rather than purely
graph-based ones.

1 Introduction

Recent advances in multimodal representation
learning have shown the benefits of simultaneously
modeling language with other modalities, which
allows for more efficient training and improved
downstream performance of both sets of learned
representations. These benefits have been espe-
cially clear in text/vision or text/audio applications,
which often see large improvements in predictive
performance or generative modeling ability (Rad-
ford et al., 2021; Li et al., 2022; Mu et al., 2022;

* Corresponding author.

Elizalde et al., 2023). In this work, we address an-
other modality that frequently co-occurs with text:
network- or graph-structured data.

We consider in particular the scenario of a text-
attributed graph (TAG); that is, a graph over entities
(i.e., nodes) associated with one or more texts. Such
graphs occur frequently in the real world; exam-
ples include social media graphs of users and their
posts, link graphs over web pages and their con-
tent, and citation networks of articles or authors
and the texts of academic articles. In this setting,
rather than modeling each source of data separately,
graph information may be used to improve perfor-
mance on language tasks and text information may
be leveraged for graph tasks such as link prediction
or node classification.

Prior work has approached the problem of com-
bining these two modalities in several ways. Some
approaches have used textual data to inform or su-
pervise training of graph neural networks (GNNs)
(Yang et al., 2015; Zhang et al., 2017; Liu et al.,
2018; Zhang and Zhang, 2020), but these meth-
ods do not produce graph-informed text represen-
tations. This is more parameter-efficient for graph-
only tasks, but means that separate modeling is
needed to solve text-based tasks while leverag-
ing graph data. Other works have considered the
converse case of employing a TAG structure to
fine-tune pretrained language models (PLMs) (Co-
han et al., 2020; Yasunaga et al., 2022; Ostendorff
et al., 2022). Although these approaches allow
for the extraction of graph-informed text embed-
dings, they have the opposite limitation to the above
of not learning node representations. While there
have been attempts to learn joint representations
of nodes and texts, they all have certain limita-
tions, such as requiring a supervised objective and
labeled data (Li and Goldwasser, 2019; Chandra
et al., 2020), freezing either the text or graph em-
beddings/encoders (Gourru et al., 2020; Karpov
and Kartashev, 2022), or relying on the particu-
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Figure 1: Embeddings of graph nodes in red (e.g., Twit-
ter users), and their associated texts in blue (e.g., tweets).
They are placed into a common embedding space, with
nodes near their associated texts. Node-text pairs are
labeled N1 to N5. Note that not every node must have
an associated text (here, N5 does not).

lar structure of one application (Li et al., 2017).
Several recent works have leveraged joint training
of PLMs with GNNs to integrate both text and
graph information for representation learning in
each modality (Yang et al., 2021; Chien et al., 2022;
Zhao et al., 2023). These methods, however, make
specific modeling assumptions based on the tasks
that they aim to solve, employ complex training
procedures that alternately optimize the PLM and
GNN modules, or need human-annotated knowl-
edge distillation, which in general go against the
goal of self-supervised learning.

In this work, we propose ConGraT (Contrastive
Graph-Text pretraining), a general approach to
self-supervised joint graph-text learning based on a
batch-wise contrastive learning objective inspired
by CLIP (Radford et al., 2021). The idea is to have
separate encoders for texts and graph nodes (more
specifically, a PLM and a GNN, respectively) that
are trained to align their representations within a
common latent space, as shown in Figure 1. Tak-
ing advantage of the fact that graphs have greater
structure than images, we propose an extension to
the CLIP objective that incorporates information
about plausible “next guesses” based on graph sim-
ilarity. Our objective also admits an interpretation
as a continuous relaxation of the contrastive CLIP
objective over each node’s two-hop neighborhood.

ConGraT provides flexibility in the choice of text
and graph encoders and does not make assumptions
on the structure of the TAG or any downstream task.
As illustrated in our experiments, it is also induc-
tive (Hamilton et al., 2017), with the encoders be-
ing able to generalize to previously unseen graphs
as well as previously unseen texts. Experiments on
various datasets show that ConGraT models con-
sistently outperform strong baselines on various
downstream tasks such as node and text category
classification and link prediction. Additionally, we

analyze how joint training affects language model-
ing performance, finding that ConGraT also results
in improvements on this task on all datasets.

The contributions of this work are threefold: 1)
We propose ConGraT, a general self-supervised
pretraining method for jointly learning graph node
and text representations on TAGs, such as cita-
tion, link, or social graphs. 2) We demonstrate that
our joint pretraining method improves performance
over strong unimodal and cross-modal baselines
on various downstream tasks. 3) We release our
code and datasets, including in particular a ver-
sion of the Pubmed (Sen et al., 2008) graph learn-
ing dataset fully rebuilt from ground-truth Pubmed
APIs, which includes the text of titles and abstracts
as well as network data.

2 Related Work

2.1 Text-Augmented GNNs

Text data can be incorporated into the learning of
GNN representations in various ways. For example,
Yang et al. (2015) extend the DeepWalk algorithm
to incorporate text features into node representa-
tions. Liu et al. (2018) develop a seq2seq frame-
work which learns node embeddings with inputs
based on texts associated with the nodes. Tu et al.
(2017) use a selective attention mechanism to gen-
erate text-informed node embeddings for particular
social contexts. Zhang et al. (2017) leverage ker-
nel methods to construct node representations from
user profile information in a way that incorporates
network structure. Other methods include extract-
ing graphs from entity co-occurrence in texts and
modeling them (Zhang and Zhang, 2020; Waller
and Anderson, 2021). However, these approaches
are limited in that, while they learn to represent
nodes, they do not also learn graph-informed text
representations.

2.2 Graph-Augmented PLMs

Another line of work uses information from graph
structures to inform finetuning or further training
of PLMs. SPECTER (Cohan et al., 2020) con-
trastively finetunes a language model by augment-
ing it with a measure of inter-node relatedness,
with positive and negative examples for a triplet
loss selected according to citation graph edges.
LinkBERT (Yasunaga et al., 2022) uses a graph
structure to assemble training samples for a masked
language model, pairing anchor texts with texts
from contiguous, linked, or random documents,
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and uses an auxiliary document relation prediction
(DRP) objective. SciNCL (Ostendorff et al., 2022)
relaxes a discrete citation graph into a continuous
domain with nearest-neighbor sampling. Social-
BERT (Karpov and Kartashev, 2022) and LMSOC
(Kulkarni et al., 2021) condition or augment the
inputs to PLMs with frozen node representations
that the model can attend over. The models these
methods learn produce text embeddings for docu-
ments, but do not also generate text-informed node
representations.

2.3 Joint Learning of PLMs and GNNs on
TAGs

More recently, representation learning on TAGs
that jointly leverages graph and text information
has been growing in popularity. Prefix tuning (Li
and Liang, 2021) is a lightweight way of learning
node-specific linguistic information and generates
dense node representations in the process; however,
it takes no advantage of the graph structure over
the nodes. For fixed text and graph encoders, one
can learn mappings from their separate embedding
spaces to a common one, such as by canonical cor-
relation analysis (Gupta and Varma, 2017). Other
methods jointly train text and graph encoders using
an externally supervised objective (Chandra et al.,
2020) or tailored for certain tasks (Li and Gold-
wasser, 2019; Gourru et al., 2020). However, these
methods all address specific settings that are not
generalizable to more diverse tasks.

GraphFormers (Yang et al., 2021) jointly train a
GNN with a PLM so as to learn text-informed node
representations. However, they require a complex
progressive learning strategy that iteratively utilizes
manipulated and raw data. GIANT (Chien et al.,
2022) predicts graph structure using PLMs to pro-
vide better initial embeddings for GNNs. However,
the language model embeddings cannot be jointly
optimized during the GNN training phase. GLEM
(Zhao et al., 2023) uses a variational expectation-
maximization (EM) framework that alternately up-
dates a PLM and GNN separately using pseudo-
labels predicted by the other module. While it en-
ables improved scalability, the training procedure
is complex and relies on the availability of task-
specific target labels. In contrast, ConGraT is a
general representation learning method for both
graph nodes and texts, applicable to any inductive
or transductive setting without such assumptions
or complex training paradigms.

3 Methodology

We consider a directed or undirected TAG, each
node of which is associated with a set of one or
more texts. The goal is to learn a shared latent space
that allows us to place the embeddings of nodes and
texts in semantically meaningful locations within
that space. Formally, let 𝐺 = (𝑉,𝐸) be a graph,
with 𝑉 the set of nodes and 𝐸 ⊆ 𝑉 × 𝑉 the set of
edges. Also, let 𝑇 (𝑣) = {𝑡(𝑣)𝑖 }𝑁𝑣

𝑖=1, for 𝑣 ∈ 𝑉 , be
the set of node 𝑣’s texts, with 𝑁𝑣 the number of
texts corresponding to node 𝑣. We model 𝑡(𝑣)𝑖 , the
𝑖-th text of node 𝑣, as a finite sequence of tokens
over a vocabulary 𝑊 , where 𝐿

(𝑣)
𝑖 is the length of

𝑡
(𝑣)
𝑖 : 𝑡(𝑣)𝑖 = (𝑆0, 𝑆1, 𝑆2, ..., 𝑆𝐿

(𝑖)
𝑣
). The first and last

tokens are always special start and end tokens.
Our training framework involves a text encoder,

a function 𝐹𝑇 : ∪∞𝑖=1 ⊗𝑖 𝑊 → R𝑑 from the set of
all token sequences to a 𝑑-dimensional Euclidean
embedding space. Similarly, we have a node en-
coder, a function 𝐹𝐺 : 𝑉 → R𝑑 from nodes to
an embedding space of the same dimension. (Note
that while its domain is nodes, not edges, 𝐹𝐺 also
depends on the edge set 𝐸.) We aim to train the two
encoders such that they learn a joint latent space
between the text and graph node embeddings. This
will allow us to use geometric properties of a com-
mon space to relate nodes and texts to each other
for downstream inferential purposes.

3.1 Approach

The text and node encoders in ConGraT (a PLM
and GNN, respectively) are connected at the output
layers by a batch-wise contrastive training objec-
tive inspired by CLIP (Radford et al., 2021). The
encoders are trained to align their representations
in a joint latent embedding space. As in CLIP, each
encoder is set behind an adapter module which gen-
erates embeddings of the same dimension. Each
adapter consists of two fully connected layers with
a GeLU activation (Hendrycks and Gimpel, 2020)
in between, followed by layer normalization (Ba
et al., 2016), and dropout (Srivastava et al., 2014).
This approach is flexible and allows use of many
different kinds of both text and node encoders. On
the text side, we illustrate this flexibility with exper-
iments employing both causal and masked PLMs.

Training objective. We augment the standard
InfoNCE loss (Oord et al., 2019) in CLIP with ad-
ditional graph-specific elements. Unlike the vision-
language case, in graphs, there are easily com-
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Figure 2: The overall architecture of our model. Given a minibatch of (text, origin node) pairs, node and text
embeddings are generated by their respective encoders, then used to compute pairwise cosine similarities. The final
loss is the average of cross entropies along each row and column of the similarity matrix, with each row 𝑖’s target
probabilities (labeled D(𝑖)

𝑇 and D(𝑖)
𝐺 ) a mixture of the true targets (on the diagonal) and a (row- or column-specific)

distribution proportional to a graph-based similarity measure.

putable measures of how similar pairs of nodes are,
such as their SimRank (Jeh and Widom, 2002) or
their number of mutual in- and out-edges. We use
these measures to incorporate information about
the most likely second, third, and further choices
for the nodes a text may originate from as well as
the texts that may be associated with a node. The
method is visualized in Figure 2.

More formally, let 𝑋 = ∪𝑣∈𝑉 {(𝑣, 𝑡(𝑣)𝑖 )}|𝑇
(𝑣)|

𝑖=1

be a dataset of (node, text) pairs, and let 𝐵 =

{(𝑣𝑖, 𝑡(𝑣𝑖)𝑖 )}𝑁𝐵
𝑖=1 ⊆ 𝑋 be a minibatch of size 𝑁𝐵

sampled from 𝑋 . Now, fix an ordering of nodes,
with 𝑣𝑗 the 𝑗-th node. Then, in terms of the text and
node encoders 𝐹𝑇 and 𝐹𝐺, the matrix 𝐶 given by

𝐶𝑖𝑗 ≜ 𝑒𝜏
𝐹𝑇 (𝑡

(𝑣𝑖)
𝑖 ) · 𝐹𝐺(𝑣𝑗)

‖𝐹𝑇 (𝑡
(𝑣𝑖)
𝑖 )‖ · ‖𝐹𝐺(𝑣𝑗)‖

is the 𝑁𝐵 × 𝑁𝐵 matrix of cosine similarities be-
tween texts and nodes in the batch. (Note that 𝐶
is square but not symmetric: rows are texts and
columns are nodes.) The matrix is multiplied by a
scalar factor 𝑒𝜏 , where 𝜏 is a log-temperature pa-
rameter that allowing some learnable control over
the learning rate, reducing sensitivity to the choice
of learning rate. We empirically initialize 𝜏 = 3.5
based on our experiments (see Appendix F).

Further, let 𝑆𝑇 (·, ·) and 𝑆𝐺(·, ·) be graph-based
similarity functions for texts and nodes, respec-
tively, assigning non-negative continuous simi-
larity scores. Then, we define graph-based sim-
ilarity distributions for texts and nodes. Where
𝐾𝑇 (𝑖) =

∑︀𝑁𝐵
𝑘=1 𝑆𝑇 (𝑡

(𝑣𝑖)
𝑖 , 𝑡

(𝑣𝑘)
𝑘 ) and 𝐾𝐺(𝑖) =∑︀𝑁𝐵

𝑘=1 𝑆𝐺(𝑣𝑖, 𝑣𝑘), then ∀𝑖, 𝑗, we have

𝑠
(𝑖)
𝑇 (𝑗) =

𝑆𝑇 (𝑡
(𝑣𝑖)
𝑖 , 𝑡

(𝑣𝑗)
𝑗 )

𝐾𝑇 (𝑖)
, 𝑠

(𝑖)
𝐺 (𝑗) =

𝑆𝐺(𝑣𝑖, 𝑣𝑗)

𝐾𝐺(𝑖)
.

The target distributions are mixtures of these distri-
butions and indicator variables for the true source
node of a text and matching text of a node. For
each example 𝑋𝑗 = (𝑣𝑗 , 𝑡

(𝑣𝑗)
𝑗 ) in the minibatch,

fixing some hyperparameter 𝛼 ∈ [0, 1], we de-
fine the target distribution in the text case by
D(𝑗)
𝑇 (𝛼) = (1 − 𝛼)1𝑖{𝑣𝑖 = 𝑣𝑗} + 𝛼𝑠𝑇 (𝑗), where

𝑠𝑇 (𝑗) is the vector of 𝑠
(𝑖)
𝑇 (𝑗) values for all 𝑖. In

the graph case, where 𝑠𝐺(𝑗) is defined analogously,
we have D(𝑗)

𝐺 (𝛼) = (1− 𝛼)1𝑖{𝑡𝑖 = 𝑡𝑗}+ 𝛼𝑠𝐺(𝑗).
Then where 𝐻 is the cross-entropy and 𝐶𝑖,:, 𝐶:,𝑖

are the 𝑖-th row and 𝑖-th column of 𝐶, our loss is

ℒ(𝐵;𝛼) =
1

2𝑁𝐵

𝑁𝐵∑︁

𝑖=1

𝐻(𝐶𝑖,:,D
(𝑖)
𝑇 (𝛼))

+𝐻(𝐶:,𝑖,D
(𝑖)
𝐺 (𝛼)).
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With 𝛼 = 0, this loss is equivalent to the average
of cross-entropies for predictions of which node in
the minibatch goes with which text and which text
goes with which node. With higher values of 𝛼, the
target distributions are mixtures of indicators for
the true source node and text and the distribution of
other nodes and texts by graph similarity. If similar
nodes produce similar texts, as suggested by the
homophily principle (De Choudhury et al., 2010),
positive 𝛼 values should allow the model to learn
more efficiently. Even if not all graph nodes are
closely related to their texts, this objective should
be able to learn from those that are.

Similarity function. For undirected graphs, we
base our similarity function on a node pair’s num-
ber of mutual neighbors. If 𝐴 is the graph adjacency
matrix, we compute 𝐴𝐴𝑇 to find the number of mu-
tual in- or out-neighbors of each node pair, and find
the cosine similarity of each row 𝑖 and column 𝑗
of 𝐴𝐴𝑇 to measure the similarity of nodes 𝑖 and
𝑗. A benefit of this function over alternatives like
SimRank (Jeh and Widom, 2002) is its lower com-
putational cost and faster runtime for large graphs.
On the text side, because we are interested in lever-
aging graph information, we approximate the sim-
ilarity of a pair of texts as that of the associated
nodes. The digraph case is more complicated, as it
requires a directed similarity function that can dis-
tinguish between edges (𝑖, 𝑗) and (𝑗, 𝑖). We defer
choosing and validating such a function to future
work; thus, all experiments with 𝛼 > 0 in Section 4
discard edge directions.

3.2 Theoretical View

From a theoretical perspective, the above similarity
function allows our training objective to be viewed
as a continuous relaxation of the contrastive CLIP
objective across a node’s two-hop neighborhood.
(Only nodes with shared neighbors, which are in
each other’s two-hop neighborhoods, will have pos-
itive similarity.) Different choices of similarity cor-
respond to different choices of how to relax the
contrastive objective across the graph; in particular,
restricting to the one-hop neighborhood amounts to
using a coarse, binary indicator of similarity, with
𝑆𝐺(𝑢, 𝑣) the indicator function for edge (𝑢, 𝑣).

This view indicates a connection to label smooth-
ing (Szegedy et al., 2015), but with the smoothing
distribution based on graph similarity rather than
being uniformly random. It also casts our model
as an extension to a graph setting of prior work on

similarity-based smoothing in non-graph contexts
(Liu and JaJa, 2021). Note that this is a different
sense of “smoothing” than the aggregation over
neighbor representations that the term refers to in
the context of message-passing GNNs.

4 Experimental Setup

We evaluate our approach on three tasks: node cat-
egory classification, link prediction, and language
modeling. Link prediction and language modeling
are fundamental modality-specific metrics that mea-
sure how well our node and text encoders retain
the ability to model their individual modalities. We
perform node classification using each encoder’s
embeddings in order to measure how effective the
learned representations are for downstream tasks.
Further details are provided in Appendix F.

4.1 Datasets
We evaluate on three datasets, comprising one
each of citation, link, and social graphs: (1) the
Pubmed dataset (Sen et al., 2008), (2) a dataset
of Wikipedia articles represented by their intro-
ductory paragraphs and the hyperlinks between
the articles in those paragraphs, selected from the
broader T-REx Corpus (Elsahar et al., 2018), and
(3) a novel Twitter dataset comprising high-profile
public figures, which includes the tweets, the fol-
low graph over the associated users, and some de-
mographic information about them (age, gender,
United States political party, etc.). We include the
last Twitter dataset to demonstrate the performance
of our method on social network TAGs, which is a
setting that has been less explored in prior work on
joint graph and language learning. Table 1 shows
descriptive statistics of the datasets. Because we
use entirely separate train, validation, and test splits,
without shared graph structure, our results below
are in an inductive (rather than transductive) set-
ting. More information about the datasets and our
collection procedures for Twitter data and the other
datasets’ raw text are provided in Appendix E.

4.2 Models
For each dataset, we train two ConGraT
variants with masked and causal PLMs, ini-
tializing with weights from MPNet (Song
et al., 2020) and DistilGPT-2 (Sanh et al.,
2019), respectively. Specifically, we use the
pretrained all-mpnet-base-v2 and distilgpt2
models from the sentence-transformers toolkit
(Reimers and Gurevych, 2019). For the graph node
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Pubmed T-REx Twitter

# Nodes 19,716 9,214 8,721
# Edges 61,110 22,689 2,373,956
# Texts 59,381 18,422 167,558
# Classes 3 5 13 (5 tasks)

Table 1: Statistics for the Pubmed, T-REx, and Twitter
datasets used in our experiments.

encoder, we use a graph attention network (GAT)
(Veličković et al., 2018) with 3 layers of 2 attention
heads each, randomly initialized and trained from
scratch. All text and graph embeddings have dimen-
sion 768, and we obtain text-level representations
from the PLM text encoder by mean pooling.

We examine models with (𝛼 = 0.1) and without
(𝛼 = 0.0) graph similarity information included in
the loss. We also examine models which consider
edge directions (and thus have 𝛼 = 0.0).1 In all,
between these three factors (masked or causal PLM,
𝛼 = 0.0 or 𝛼 = 0.1, directed or undirected edges),
and without experiments with 𝛼 = 0.1 for directed
edges, there are 6 possible model combinations on
each dataset, for a total of 18 combinations.

4.3 Baselines

For node representations, we compare against em-
beddings from a GNN-only baseline: a unimodal
GAT autoencoder with the same architecture as the
ConGraT node encoder, trained as usual to recon-
struct the adjacency matrix without added similar-
ity information. For text representations, in addi-
tion to unimodal masked and causal PLM baselines
finetuned on each dataset, we also compare against
two models leveraging both modalities: LinkBERT
(Yasunaga et al., 2022) and Social-LM, a modified
implementation of SocialBERT (Karpov and Kar-
tashev, 2022) and LMSOC (Kulkarni et al., 2021).
Because LinkBERT uses a masked language mod-
eling objective, it is used as a baseline only for the
masked versions of ConGraT. Initial node repre-
sentations for all GNN models are sentence em-
beddings of text associated with each node: for
Pubmed, the concatenated text of the title and ab-
stract sections; for Twitter, user bios; for T-REx,
the Wikipedia article text. Further implementation
details are given in Appendix F.

1Recall that because we defined a similarity function with
𝛼 > 0 only for undirected graphs, there are no experiments
with directed edges where 𝛼 = 0.1.

Pubmed T-REx

C M C M

G
ra

ph

ConGraT (𝛼 = 0) 0.967 0.964 0.951 0.937
ConGraT (𝛼 = 0.1) 0.973 0.963 0.949 0.946

GAT 0.956 0.956 0.939 0.939

Te
xt

ConGraT (𝛼 = 0) 0.962 0.958 0.920 0.911
ConGraT (𝛼 = 0.1) 0.969 0.966 0.931 0.928

LinkBERT – 0.954 – 0.906
Social-LM 0.858 0.878 0.890 0.851
Unimodal LM 0.931 0.943 0.908 0.892

Table 2: Node classification performance (test-set AUC)
on article labels of the Pubmed and T-REx datasets. For
T-REx, we show the average AUC over the category
labels because the dataset is multilabel rather than mul-
ticlass. Bold values mark best-performing models. C =
causal, M = masked.

5 Results

5.1 Node Classification

We train logistic regression models to perform node
classification on the Pubmed, Twitter, and T-REx
datasets using the embeddings generated from each
ConGraT model or baseline. Overall, ConGraT
models achieve high performance on this set of
tasks relative to baselines on all three datasets.

Table 2 shows AUCs for article label classifi-
cation on Pubmed and T-REx, and Table 3 shows
AUCs for demographic classification tasks on age,
gender, occupation, party, and region on users in
our Twitter dataset. (At the text level, the depen-
dent variable is that of the corresponding node.)
The best ConGraT model achieves the highest node
classification performance on all datasets, and the
differences from the nearest baseline are statisti-
cally significant by a bootstrap test (𝑝 < 10−4) in
all cases. Even the less performant ConGraT model
outperforms all baselines in 26 of 28 experiments.

Notably, we see some of ConGraT’s largest im-
provements when one modality has less signal than
the other. For example, tweet text is less useful
than graph data in predicting users’ geographic
region. Many Twitter edges are geographically
nearby (Takhteyev et al., 2012), and our method
is more effective than baselines at infusing this in-
formation into an encoder which at inference time
sees only text.

The more discriminative nature of representa-
tions learned by ConGraT can also be seen visu-
ally; Figure 3 shows a 2D UMAP plot comparing
ConGraT and GAT embeddings on the Twitter data
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Age Gender Occupation Party Region

C M C M C M C M C M
G

ra
ph

ConGraT (𝛼 = 0) 0.646 0.665 0.811 0.802 0.993 0.989 0.966 0.959 0.755 0.780
ConGraT (𝛼 = 0.1) 0.650 0.682 0.803 0.801 0.992 0.993 0.960 0.986 0.742 0.774

GAT 0.631 0.631 0.713 0.713 0.967 0.967 0.757 0.757 0.678 0.678

Te
xt

ConGraT (𝛼 = 0) 0.622 0.628 0.663 0.668 0.961 0.959 0.771 0.787 0.693 0.679
ConGraT (𝛼 = 0.1) 0.620 0.624 0.668 0.661 0.960 0.958 0.771 0.796 0.686 0.680

LinkBERT – 0.617 – 0.661 – 0.954 – 0.762 – 0.606
Social-LM 0.566 0.567 0.602 0.608 0.921 0.909 0.628 0.676 0.582 0.572
Unimodal LM 0.610 0.613 0.649 0.655 0.948 0.945 0.742 0.769 0.587 0.598

Table 3: Node classification performance (test-set AUC) on user traits from the Twitter dataset. Bold values mark
best-performing models. C = causal, M = masked.

(a) GAT (b) ConGraT

Figure 3: 2D UMAP visualizations of GAT and Con-
GraT (𝛼 = 0.0) embeddings on the Twitter data subset
with U.S. political party labels (blue = Democrat, or-
ange = Republican).

subset with U.S. political party labels, which vali-
dates that ConGraT embeddings have a much more
clearly separated class boundary.

5.2 Link Prediction

We evaluate link prediction performance using in-
ner product decoding (Kipf and Welling, 2016) to
derive edge existence probabilities from embed-
dings. As a baseline, we use the same GAT archi-
tecture as in our jointly trained ConGraT models
and train it directly on link prediction using the
same inner product decoding.

Results are shown in Table 4. All ConGraT
models outperform the baselines, despite those
baselines being specifically trained for link pre-
diction. In some cases, these improvements are
quite large, with the best-performing model on
the Twitter dataset recording an AUC of 0.806 vs.
0.723 for the best-performing baseline, a relative
increase of 11.5%. Training with graph-based sim-
ilarity information (𝛼 = 0.1) often also leads to
further improvements. Performance is similar for
directed and undirected models, demonstrating our

Pubmed T-REx Twitter

M
as

ke
d

𝛼 = 0
U 0.953 0.899 0.791
D 0.952 0.902 0.797

𝛼 = 0.1 U 0.980 0.951 0.802
C

au
sa

l

𝛼 = 0
U 0.956 0.908 0.806
D 0.950 0.897 0.799

𝛼 = 0.1 U 0.979 0.957 0.799

G
A

T

–
U 0.943 0.927 0.713
D 0.940 0.925 0.723

Table 4: Link prediction performance (test-set AUC) by
dataset. Bold values mark best-performing models. U =
undirected edges, D = directed.

approach’s adaptability to different types of graphs.
Notably, our model’s high performance is zero-shot,
with no additional training on link prediction.

5.3 Language Modeling

Previous works that jointly trained LMs with GNNs
on TAGs (Yang et al., 2021; Chien et al., 2022;
Zhao et al., 2023) evaluated on node classifica-
tion tasks using the representations learned by each
module, but did not study in depth how joint train-
ing affected the LM component’s capabilities. We
perform this analysis, evaluating joint pretraining’s
impact on downstream language-modeling perfor-
mance. To do this, we attach a randomly initialized
LM head to the ConGraT text encoder and further
train both the encoder and head on causal language
modeling. We evaluate with perplexity, and thus
limit evaluation to causal-LM variants of our model
(those initialized from DistilGPT-2). As a baseline,
we finetune the baseline DistilGPT-2 LM on each
dataset’s texts.
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Pubmed T-REx Twitter

𝛼 = 0 6.95 15.99 16.08
𝛼 = 0.1 6.94 16.07 16.07

LM 6.98 16.84 16.44

Table 5: Language modeling performance (mean per-
plexity) of the causal ConGraT models vs. a unimodal
LM baseline. Bold marks each dataset’s best model.

Table 5 shows the mean perplexity of causal
LMs trained using ConGraT with 𝛼 = 0 and 𝛼 =
0.1 compared against the causal LM baseline. For
all datasets, LMs trained using ConGraT achieve
consistently lower average perplexity, and these
differences are statistically significant by a paired
𝑡-test at the 5𝜎 level (𝑝 < 5.7× 10−7).

5.4 Application: Community Detection

To illustrate ConGraT’s broad usability in applica-
tions, we compare it to other methods of detecting
communities in the Twitter data. As baselines, we
use Louvain community detection (Blondel et al.,
2008) on the follow graph, and a clustering-based
approach on the GAT baseline’s embeddings us-
ing UMAP (McInnes et al., 2020) and HDBSCAN
(McInnes et al., 2017). For ConGraT, we use the
same clustering approach with embeddings from
the 𝛼 = 0.0 variant. We expect these methods will
find different kinds of communities: while Lou-
vain communities are entirely determined by graph
structure, and the GAT baseline can take some ad-
vantage of text via use of sentence embeddings
as initial node vectors, we expect ConGraT to be
most able to infuse textual information into net-
work communities.

Because we want to determine how informed
each set of communities is by the text associated
with the graph, we evaluate by predicting commu-
nity labels from text embeddings. For each of the
above community detection methods, we first com-
pute the centroid of each node’s text embeddings
and label it with the user’s community. Then, we
fit a logistic regression model on the training split
and predict the test set community label from these
centroid text features.

The results, in Figure 4, demonstrate exactly the
expected pattern: graph-based Louvain communi-
ties are poorly predictable from text, while com-
munities clustered from baseline GAT embeddings
are more predictable. The closest relationship to

Figure 4: Test-set AUCs for predictions of community
labels from text embeddings on the Twitter dataset.
“Louvain” denotes Louvain communities detected in
the follow graph, “Baseline” the GAT baseline model,
and “ConGraT” our model with 𝛼 = 0.0.

textual content occurs for communities detected
with ConGraT embeddings. This pattern highlights
a potential application of our method: detecting
more discursively or textually grounded communi-
ties in social graphs, rather than ones based only
on graph information (e.g., communities informed
by discussion among political figures on Twitter).

6 Conclusion

We propose ConGraT (Contrastive Graph-Text
pretraining), a self-supervised pretraining frame-
work for jointly learning text and graph node
representations using pretrained language models
(PLMs) and graph neural networks (GNNs) on a
text-attributed graph (TAG). ConGraT uses a batch-
wise contrastive learning objective to train text and
graph encoders to align their representations within
a common latent space. The framework is induc-
tive, generalizable to any text or graph encoder
architecture, and does not depend on the structure
of the TAG or a particular downstream task. In ex-
periments on citation, link, and social graphs, our
method outperforms baselines on various down-
stream tasks, including node classification, link pre-
diction, and language modeling. Our results also
highlight the value of incorporating graph struc-
ture into our contrastive learning objective, with
nonzero values of the 𝛼 parameter often improving
performance. Finally, an application to community
detection, in which our method finds more textually
grounded communities than alternative methods,
highlights the broad applicability of this form of
representation learning to many domains.
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A Sensitivity Analysis on 𝛼

To examine the hyperparameter 𝛼’s impact on
downstream performance, we conduct a sensitiv-
ity analysis on all three evaluation tasks, using the
Pubmed dataset, with 𝛼 = 0, 0.1, 0.5, and 1.0. We
use only the causal model variant for the LM task.

NCG NCT LP LM

𝛼 = 0.0 0.967 0.962 0.956 6.95
𝛼 = 0.1 0.973 0.969 0.979 6.94
𝛼 = 0.5 0.962 0.958 0.977 6.98
𝛼 = 1.0 0.941 0.900 0.897 6.88

Baseline 0.956 0.931 0.943 6.98

Table 6: Results of sensitivity analysis. NCG = node
classification, graph; NCT = node classification, text;
LP = link prediction; LM = language modeling. Values
are AUC for the first three columns and perplexity for
language modeling.

We find that 𝛼’s impact varies by task. For link
prediction and node classification, we see an intu-
itive pattern: Performance is best for 𝛼 between 0
and 1, especially compared to 𝛼 = 1. That is, both
components of our objective—matching nodes to
texts, and matching nodes and texts to similar nodes
and texts—add value. This pattern is not universal,
however; while 𝛼 > 0, particularly 𝛼 = 0.1, con-
sistently outperforms 𝛼 = 0, LM performance is
best with 𝛼 = 1.0. We conjecture this pattern may
be due to inter-document similarity in language
use, which 𝛼 = 1.0 more effectively trains into
the PLM. Overall, our results suggest both that
𝛼 = 0.1 is a reasonable default and that it may be
worth tuning this parameter in practice.

B Embedding Space Geometry Analysis

To complement evaluation on downstream applica-
tions like node classification, link prediction and
language modeling, this section pursues certain
analyses of the geometry of the joint embedding
space. We compare these jointly learned embed-
ding spaces to the null model of separate spaces, as
learned by the unimodal LM and GAT baselines.

We expect in particular that ConGraT’s joint pre-
training should align the two embedding spaces
with each other, as well as with non-embedded
distance metrics based entirely on the graph. We
focus on examining how these distances (in the em-
bedding spaces and the graph) relate to each other,
because the geometric properties of a metric space

are chiefly determined by the underlying metric.
A finding of significantly increased alignment be-
tween distance metrics would indicate the models
are effectively integrating information across lan-
guage and graph modalities. As discussed below
and shown in Table 7, this is in fact exactly what
we do see.

Inter-Embedding Distance Correlation. First,
we examine the correlation of the distance between
pairs of texts with the distance between the corre-
sponding pairs of nodes. That is, we sample text
pairs (𝑡

(𝑢)
1 , 𝑡

(𝑣)
2 ) from nodes 𝑢 and 𝑣, and exam-

ine over many such samples the correlation be-
tween the text-embedding distance 𝑑𝑇 (𝑡

(𝑢)
1 , 𝑡

(𝑣)
2 )

and the graph-embedding distance 𝑑𝐺(𝑢, 𝑣). We
operationalize both in practice as the cosine dis-
tance.

With ConGraT pretraining, the cosine distance
between text embeddings is substantially more cor-
related than in the separately trained case with the
distance between the parent nodes. We see this
effect for all model variants against the separate-
spaces baseline on all datasets, and the increases
are significant by a bootstrap test (𝑝 < 10−6). Sup-
porting our hypothesis, the two spaces have become
systematically more aligned geometrically.

Embedding-Graph Distance Correlation.
Next, we relate the cosine distance in the text
embedding space to a purely graph-based distance
— SimRank (Jeh and Widom, 2002) in our case.
This extends the previous analysis by grounding
the text-embedding distance more directly in
the graph. In 34 out of 36 cases, we observe
a significant increase over the separate-spaces
baseline in the correlation between the text
embedding distance and graph SimRank (at the
𝑝 = 10−6 level, using a similar bootstrap test).

B.1 Retrieval

Finally, as an additional test of geometric align-
ment and cross-modal data integration, we consider
a simple retrieval task: identifying the node associ-
ated with a given text. For each text, we select the
node whose embedding has the highest cosine sim-
ilarity to the text’s embedding, and report the top-𝑘
accuracy for 𝑘 from 1 to 10. This task might itself
be an important downstream measure in a retrieval
setting, but for purposes of geometric analysis we
consider only the comparison to separate embed-
ding spaces here. Note that as with CLIP, this use
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Dataset Directed LM Type Sim.
Inter-Embedding Text Emb.-Graph

Joint Separate Joint Separate

Pubmed

Directed
Causal 𝛼 = 0.0 0.682 0.100 0.118 0.019
Masked 𝛼 = 0.0 0.604 0.248 0.120 0.059

Undirected
Causal

𝛼 = 0.0 0.670 0.109 0.157 0.026
𝛼 = 0.1 0.679 0.109 0.171 0.026

Masked
𝛼 = 0.0 0.603 0.260 0.155 0.080
𝛼 = 0.1 0.647 0.260 0.173 0.080

TRex

Directed
Causal 𝛼 = 0.0 0.650 0.038 0.131 0.022
Masked 𝛼 = 0.0 0.564 0.248 0.179 0.078

Undirected
Causal

𝛼 = 0.0 0.647 0.040 0.215 0.027
𝛼 = 0.1 0.704 0.040 0.302 0.027

Masked
𝛼 = 0.0 0.600 0.248 0.220 0.142
𝛼 = 0.1 0.666 0.248 0.272 0.142

Twitter

Directed
Causal 𝛼 = 0.0 0.319 0.035 0.048 0.019
Masked 𝛼 = 0.0 0.270 0.084 0.049† 0.047

Undirected
Causal

𝛼 = 0.0 0.317 0.036 0.041 0.018
𝛼 = 0.1 0.301 0.036 0.048 0.018

Masked
𝛼 = 0.0 0.300 0.083 0.037 0.044†
𝛼 = 0.1 0.226 0.083 0.052 0.044

Table 7: Correlations between pairs of distances as discussed in Appendix B: those of the text and graph embedding
spaces (“Inter-Embedding”), on the one hand, and the text embedding space and the graph-based SimRank distance
(“Text Emb.-Graph”), on the other. The “Joint“ column indicates the jointly trained embedding spaces from our
ConGraT models, and the “Separate” column indicates the separately trained embedding spaces of the GAT and
LM baselines. The most closely aligned pair of distances in each comparison, joint or baseline, is shown in bold.
Differences marked with a † are not significant at the 𝑝 = 10−6 level by a bootstrap test.

of our representations can be thought of as zero
shot transfer for text or node classification (where
objects in the other modality are the classes).

Results are shown in Figure 5. Top-𝑘 accuracy
is substantially higher than the separately-trained
baseline for all models at all values of 𝑘. All dif-
ferences are significant at the 𝑝 = 10−6 level ac-
cording to a bootstrap test. Moreover, the top-k
accuracies achieved are often high relative to the
size of the datasets. With 1,996 articles (i.e., nodes)
in the Pubmed test set, the best-performing model
includes the correct article for a text snippet in its
top 10 most similar articles (0.5% of the test set)
94.3% of the time.

C Robustness Check: SVD-Based Initial
Vectors

In this section, we replicate the analysis described
in Section 4, with a twist: instead of the sentence
embeddings used there as initial node representa-

tions for those models which rely on them, we use
vectors from the truncated SVD of the graph adja-
cency matrix. We train and evaluate entirely new
models, in which all other properties of training,
inference and datasets besides the choice of initial
node vectors are the same as in the main text. Doing
so provides an additional check on the soundness of
our approach and gives evidence of its adaptability
to various kinds of attributed graphs.

We truncate the SVD embeddings produced
by scikit-learn’s implementation (Pedregosa et al.,
2011) to 768 dimensions, so that the embedding
dimensionality is the same as for the sentence em-
beddings. To avoid leakage between train and test,
we use the 𝑉 * matrix from the train set to generate
test-set embeddings (thus relying only on test-set
nodes’ connections to nodes in the training set).

C.1 Node Classification

Node classification performance is similar to that
reported in the main text, with the best-performing

32



Age Gender Occupation Region

C M C M C M C M

Graph
ConGraT (𝛼 = 0) 0.769 0.782 0.803 0.832 0.993 0.994 0.765 0.769
ConGraT (𝛼 = 0.1) 0.776 0.801 0.811 0.826 0.993 0.993 0.773 0.774

GAT 0.767 0.767 0.791 0.791 0.991 0.991 0.706 0.706

Text

ConGraT (𝛼 = 0) 0.620 0.631 0.658 0.667 0.961 0.962 0.692 0.689
ConGraT (𝛼 = 0.1) 0.619 0.635 0.661 0.666 0.959 0.960 0.684 0.684

LinkBERT – 0.617 – 0.661 – 0.954 – 0.606
Social-LM 0.566 0.567 0.602 0.608 0.921 0.909 0.582 0.572
Unimodal LM 0.610 0.613 0.649 0.655 0.948 0.945 0.587 0.598

Table 8: Node classification performance on user traits from the Twitter dataset. (C = causal, M = masked.) Values
are test-set AUCs. Bold values denote the best models in each experiment. All differences between the best ConGraT
model and the closest baseline are statistically significant (𝑝 < 10−4) by a bootstrap test. These results are from
models which use initial node representations (where applicable) based on the truncated SVD of the graph adjacency
matrix rather than sentence embeddings.

ConGraT model outperforming all of our baseline
models in all tested cases.

Twitter. Table 8 shows AUCs for the demo-
graphic classification tasks. Results are similar to
what we observe with sentence embeddings as ini-
tial node representations: the best-performing Con-
GraT model beats all baselines in evaluation with
both graph and text embeddings.

Unlike in the maint text, however, we do not
present results for the political-party outcome vari-
able. This is because the SVD-based embeddings
are too predictive: all graph models (and thus also
all joint models) are able to perfectly separate the
two classes. This phenomenon is a good example
of the Twitter follow graph’s powerful organizing
principle of homophily: Users tend to be connected
to other users who are similar to them (Barberá,
2015), in this case politically.

Pubmed and T-REx. AUCs for article category
classification are shown in Table 9. As with the
models using sentence embeddings, the best Con-
GraT model outperforms our baselines in all exper-
iments, using both graph and text embeddings.

C.2 Link Prediction
Link prediction results, given in Table 10, are
broadly similar to those in the main text and its
Table 4. On all three datasets, we see ConGraT
node encoders deliver much better than chance per-
formance as zero-shot link predictors.

Performance is often very similar to the lev-
els achieved with sentence embeddings, as on the

Pubmed T-Rex

C M C M

G
ra

ph

ConGraT (𝛼 = 0) 0.877 0.870 0.835 0.799
ConGraT (𝛼 = 0.1) 0.868 0.878 0.854 0.833

GAT 0.600 0.600 0.720 0.720

Te
xt

ConGraT (𝛼 = 0) 0.955 0.954 0.926 0.902
ConGraT (𝛼 = 0.1) 0.961 0.955 0.923 0.910

LinkBERT – 0.954 – 0.906
Social-LM 0.858 0.878 0.890 0.851
Unimodal LM 0.931 0.943 0.908 0.892

Table 9: Node classification performance on article la-
bels of the Pubmed and T-REx datasets. Values are test-
set AUCs. (C = causal, M = masked.) For T-REx, we
show the average AUC over the category labels because
the dataset is multilabel rather than multiclass. Bold val-
ues denote the best model in each experiment. All differ-
ences between the best ConGraT model and the closest
baseline are statistically significant (𝑝 < 10−4) by a
bootstrap test. These results are from models which use
initial node representations (where applicable) based on
the truncated SVD of the graph adjacency matrix rather
than sentence embeddings.

Pubmed and undirected T-REx datasets. The most
notable difference in relative performance vs base-
line is on the Twitter dataset, where in fact Con-
GraT performance is quite close to that in Table 4 —
the GAT baseline, however, performs much better
with SVD-based embeddings.

C.3 Language Modeling

Results here are similar to those presented in the
main text, though ConGraT model performance
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Pubmed TRex Twitter

Masked 𝛼 = 0
Undir. 0.985 0.816 0.805

Dir. 0.955 0.663 0.826
𝛼 = 0.1 Undir. 0.990 0.882 0.790

Causal 𝛼 = 0
Undir. 0.976 0.886 0.793

Dir. 0.952 0.758 0.819
𝛼 = 0.1 Undir. 0.984 0.925 0.785

Baseline GAT Undir. 0.866 0.839 0.875
Dir. 0.864 0.719 0.838

Table 10: Link prediction performance on each dataset.
Values are test-set AUCs. Bold values denote the best
model in each experiment. These results are from mod-
els which use initial node representations (where appli-
cable) based on the truncated SVD of the graph adja-
cency matrix rather than sentence embeddings.

declines slightly on the Pubmed dataset.

Pubmed T-REx Twitter

ConGraT (Causal, 𝛼 = 0) 7.03 17.42 16.05
ConGraT (Causal, 𝛼 = 0.1) 7.03 15.62 16.05

Unimodal LM (Baseline) 6.98 16.84 16.44

Table 11: Language modeling performance of the Con-
GraT models with causal text encoders, vs. a unimodal
LM baseline. Values are mean perplexity (lower is bet-
ter). Bold values are the best models on each dataset.
All differences from the unimodal baseline are signifi-
cant by a paired 𝑡-test at the 5𝜎 level (𝑝 < 5.7× 10−7).
These results are from models which use initial node
representations (where applicable) based on the trun-
cated SVD of the graph adjacency matrix rather than
sentence embeddings.

D Additional Related Work

Many traditional NLP tasks focus on learning graph
structures that exist within a text, such as depen-
dency parsing (Kübler et al., 2009) or grammar
induction (Klein and Manning, 2001; Kim et al.,
2019). More recent lines of work have extended
this focus on graph structures to knowledge graphs,
where the graph structure is over knowledge-base
entities which may appear in the text, and cita-
tion or social networks, where the relevant graph
is the one between the entities which write or con-
tain the texts. Social science applications have also
frequently motivated approaches to learning from
joint graph/text data.

Knowledge graphs. Work on knowledge graphs
(KGs) uses graph representations to encode facts
about the world (Hogan et al., 2022), with real-

world entities as nodes and edges used to encode
inter-entity relationships. Previous works have pre-
sented models for jointly representing texts and KG
entities, or entire graphs associated with each text
(Toutanova et al., 2015), often focusing on ques-
tion answering or reasoning (Zhang et al., 2021;
Sun et al., 2020; Yasunaga et al., 2021) or text
generation (Ke et al., 2021). Our work differs in
the architecture employed (a contrastive text/graph
matching objective) and in the setting it is special-
ized for: text-attributed graphs, where the graph
is over entities which produce (e.g., Twitter users)
or contain (e.g., academic articles) their associated
texts.

Applications. Many studies in the joint
graph/text domain have focused on social-science
questions in addition to machine-learning ones.
Learning the community structure of social
networks is a common application (Martin, 2017;
Waller and Anderson, 2021), as is detecting hate
speech, misinformation or fake news (Vijayaragha-
van et al., 2019; Chandra et al., 2020). Some
work has also focused on understanding political
polarization or ideological differences between
groups (Milbauer et al., 2021; Lyu and Luo, 2022).

E Dataset Details

Twitter. We created a Twitter dataset of 167,558
tweets posted by a set of 8,721 influential users
in media, politics, and entertainment, and the fol-
low graph among these users, which consists of
2,373,956 edges. We included up to 20 tweets per
user in the dataset, sampled from each user’s most
recent 3,200 tweets as of May 9, 2021. We also col-
lected certain demographic data about these users
(region of residence, age, gender, politician vs. en-
tertainer occupation, and political party) by match-
ing them to Wikipedia and Ballotpedia2.

To obtain the age and gender of Twitter users,
we connected the accounts to their corresponding
Wikipedia pages and used Wikidata to infer those
two features. Users also self-report locations in
their Twitter bios; from these locations, we created
four regional categories. Finally, we used data from
Ballotpedia to label whether a user is a politician
or not and to identify their political party. Note
that politician status and party are derived in differ-
ent ways, from different data fields, with politician
status being defined more strictly. These variables,

2https://ballotpedia.org/

34

https://ballotpedia.org/


used as targets in node classification tasks, are bro-
ken down in Table 12.

Pubmed. We built from scratch a version of the
popular Pubmed graph learning benchmark (Sen
et al., 2008) that includes the titles and abstracts
of each article; widely available versions of the
dataset do not include any text. We began with the
standard list of PMIDs for the articles in the dataset
and fetched the title, abstract, and list of references
using the Pubmed API. We kept directed citation
edges only to other articles in the dataset. One
PMID was not found in the Pubmed database and
was thus left out. The final dataset includes 19,716
nodes, 61,110 edges, and 59,381 texts, including
both titles and abstracts. The included articles are
about diabetes and the standard node categories are
from the Pubmed database: type-1 diabetes, type-2
diabetes, or experimental evidence.

T-REx. We used the articles in the T-REx cor-
pus (Elsahar et al., 2018) of Wikipedia articles that
were labeled with the “Robots” category or any of
its descendant categories. From these categories,
we constructed several binary target label sets for
the T-REx prediction task. However, since the most
commonly occurring category was only associated
with 526 (roughly 5.7%) of the articles, we ex-
panded each article’s labels to include both first
and second level ancestors in the category hierar-
chy to obtain better class label balance. From the
initial set of 1,433 unique categories, this expansion
yielded a total of 6,643 unique categories, with the
most frequent (“Spacecraft”) occurring on 1,342
articles. We then selected five categories to use as
labels for separate binary prediction tasks, choos-
ing frequent categories that generally had small
overlap with each other (i.e. were associated with
mostly disjoint document sets.) Note that not ev-
ery data point in the dataset, then, received a label.
The resultant categories we selected are listed in
Table 12.

Splitting. We divide the datasets into a 70% train
set, 10% validation set, and 20% test set, splitting
at the node level so that every text associated with
a given node is in the same split. Because evalua-
tion is inductive, any graph edges which cross split
boundaries are dropped.

Dataset Feature Category # Nodes

Twitter

Region

Midwest 64
Northeast 1207
South 1411
West 1100

Age
19-39 575
40-49 2216
>=65 844

Gender Female 1586
Male 2495

Occupation Non-politician 8271
Politician 434

Party Democrat 241
Republican 193

Pubmed Article Type
Experimental 4103
Type I 7875
Type II 7738

T-REx Wiki Category

Robots 666
Rockets 843
Sci-Fi 712
Spacecraft 1342
Space Telescopes 701

Table 12: Breakdowns of the dependent variables for
node classification experiments on the three datasets.

F Model Architectures and Training
Details

We estimate that training all of our joint and base-
line models together used 263 hours of GPU time.
Because the assumptions made for this value are
conservative, the actual value is likely slightly less.

F.1 ConGraT Models

We trained all ConGraT models on either a single
NVIDIA RTX A6000 GPU or a single NVIDIA
A100 GPU. For masked LM experiments, we used
the pretrained all-mpnet-base-v2 model (Song
et al., 2020) from the sentence-transformers toolkit
(Reimers and Gurevych, 2019), which has 12 lay-
ers of 12 heads each, producing 768-dimensional
embeddings. It was pretrained constrastively on
several corpora from similar domains to those we
consider here,3 making it a good match for our
work. Our causal LM experiments used the pre-
trained distilgpt2 model (Sanh et al., 2019), dis-
tilled from the larger GPT-2 model (Radford et al.,
2019), with 6 layers of 12 heads each, producing
768-dimensional embeddings.4 For the graph node
encoder, all models used a graph attention network

3See the model card for details: https://huggingface.
co/sentence-transformers/all-mpnet-base-v2.

4Again see the model card for more details: https://
huggingface.co/distilgpt2.
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(GAT) (Veličković et al., 2018) with 3 layers and 2
attention heads in each layer. As in a standard trans-
former, each graph convolutional layer is separated
from the next by a linear layer, with layer normal-
ization (Ba et al., 2016) applied afterwards. Hidden
representations are 64-dimensional, and the final
output vectors are 768-dimensional so that baseline
model outputs have the same shape as language
model outputs.

Parameter counts are as follows: distilgpt2,
81.9 million; all-mpnet-base-v2, 109.4 million;
our GAT encoder, 199.7 thousand. The jointly
trained models, including the adapter layers after
the text and graph encoders, have 83.9 million pa-
rameters (causal / distilgpt2) and 110.9 million
parameters (masked / all-mpnet-base-v2).

Training is sensitive to the learning rate; we
found that a good compromise between speed of
training and instability was a value of 1e-4. At
a variety of learning rates, there were also inter-
mittent large spikes in the norm of the gradient,
which derailed training unless the gradients were
clipped. We clipped the gradient at each step to a
norm of 1. In order to reduce memory consumption
and fit larger batches onto a single GPU, we used
16-bit mixed precision training (Micikevicius et al.,
2018). We encountered numerical overflow prob-
lems with FP16, however, related to large gradient
values at certain layers, and found it necessary to re-
duce the init-scale parameter of the gradient scaler
from its default value of 216 to 256 in order to
avoid overflow. We initialized the log-temperature
parameter 𝜏 to 3.5 and constrained it to be within
(− log 100,+ log 100) in order to avoid training
instability. We trained all models with PyTorch
(Paszke et al., 2019) and pytorch-lightning (Falcon
et al., 2020), also using pytorch-geometric (Fey
and Lenssen, 2019) for graph encoders and GAT
baselines, and Huggingface Transformers (Raffel
et al., 2020) for textual baselines and text encoders.

We also found that performance suffers if each
batch is not unique on nodes (i.e., if each node
has multiple texts, only one text per node can be
in any given batch). We experimented with sim-
ply dropping duplicates from uniformly sampled
batches, but this discarded too much data. Instead,
we randomly sorted the texts on each epoch so
as to minimize the number of within-batch dupli-
cates (assuming minibatches are taken consecu-
tively from the sorted dataset), and dropped any
remaining duplicates.

Finally, because the objective is batch-wise con-

trastive, the problem becomes quadratically more
difficult as the batch size increases. We used the
largest batch size we could consistently fit into
available hardware, but future work should explore
the question of returns to scale.

All models used the AdamW optimizer
(Loshchilov and Hutter, 2019) with 𝛽 values of
(0.9, 0.999) and without weight decay. All joint
models used a probability of 0.3 for dropout ap-
plied to text and node embeddings. Learning rates
and batch sizes for our various models are shown
in Table 13.

F.2 Unimodal Baselines

To better understand the effects of multi-modal pre-
training, we also trained unimodal models, either
language models or graph attention transformers,
and evaluated these unimodal models on the down-
stream tasks. For textual models, we fine-tuned pre-
trained all-mpnet-base-v2 and distilgpt2 on
the training splits of the evaluation datasets. Lan-
guage models were fine-tuned for 3 epochs. For
graph models, we trained graph attention network
(GAT) models to do non-variational graph autoen-
coding (Kipf and Welling, 2016), also known as
link prediction, on the network structure of the eval-
uation datasets. GAT models were trained from
between 30 to 100 epochs with early stopping
based on validation AUC, with patience of 3 epochs
and minimum delta of 0.01. We compare these
unimodal baselines against ConGraT. Parameter
counts for the text and graph baselines are the same
as reported for the appropriate modality’s joint en-
coder in Subsection F.1. Batch sizes and learning
rates, as for joint models, are reported in Table 13.
Our unimodal baselines were trained on NVIDIA
RTX A6000 GPUs, or on up to four NVIDIA GTX
1080 Ti GPUs.

F.3 Social-LM

We implemented a baseline Social-LM, as a mod-
ified version of SocialBERT5 (Karpov and Kar-
tashev, 2022) (also very closely related to LM-
SOC (Kulkarni et al., 2021)), which uses pretrained,
frozen node embeddings to prime language model
pretraining. Specifically, we added a special node
token [G] at the beginning of texts and used the
pretrained GAT model to obtain the corresponding
node embedding paired with each tweet or article,
which was used to replace the token embedding

5The SocialBERT authors did not publish their code.
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Model or Model Family Batch Size Base LR LR Schedule

ConGraT 36 1.0e-4 Constant LR
LM Baseline 36 5.0e-5 Linear 10% warmup

SocialLM 36 5.0e-5 Linear 10% warmup
LinkBERT 36 5.0e-5 Linear 10% warmup

GNN AE (Baseline), Twitter, Dir. n/a 1.0e-2 Constant LR
GNN AE (Baseline), Twitter, Undir. n/a 1.0e-2 Constant LR

GNN AE (Baseline), T-REx, Dir. n/a 1.0e-2 Constant LR
GNN AE (Baseline), T-REx, Undir. n/a 1.0e-2 Constant LR
GNN AE (Baseline), Pubmed, Dir. n/a 1.0e-2 Constant LR

GNN AE (Baseline), Pubmed, Undir. n/a 1.0e-2 Constant LR

GNN AE (SVD), Twitter, Dir. n/a 1.0e-2 Constant LR
GNN AE (SVD), Twitter, Undir. n/a 1.0e-2 Constant LR

GNN AE (SVD), T-REx, Dir. n/a 1.0e-3 Constant LR
GNN AE (SVD), T-REx, Undir. n/a 1.0e-3 Constant LR
GNN AE (SVD), Pubmed, Dir. n/a 1.0e-3 Constant LR

GNN AE (SVD), Pubmed, Undir. n/a 1.0e-3 Constant LR

Table 13: Batch sizes and learning rates for all models. (AE = autoencoder.) Except for the GNN baseline’s learning
rate, where we tried both 1.0e-2 and 1.0e-3 and found large dataset-specific effects on performance, all models
listed in the same model family use the same parameter settings for all datasets. In particular, all ConGraT models,
whether directed or undirected, with 𝛼 = 0 or 𝛼 = 0.1, and causal or masked encoders, used the same batch size
and learning rate. GNN baselines do not list a batch size because the entire graph is processed at once.

for [G]. During the language model pretraining,
we froze the node embeddings and only fine-tuned
the language model to generate texts conditioned
on the node embeddings. Our Social-LM imple-
mentation has some key differences from Social-
BERT and LMSOC: (1) for masked LM exper-
iments, we used all-mpnet-base-v2 to replace
BERT, to be consistent with other experiments
for a fair comparison; (2) we also experimented
with a causal language model distilgpt2 under
the Social-LM baseline, whereas LMSOC and So-
cialBERT only used the masked language model
BERT; (3) we injected the node embedding as the
zero token embedding of texts as SocialBERT sug-
gests, whereas LMSOC appends the node embed-
ding at the end. We adopted the zero token injection
approach because the same strategy is adaptable for
both causal and masked language modeling, while
last token injection does not work for causal LMs
like distilgpt2; (4) we used our unimodal GAT
model trained on the graph autoencoding task to
generate node embeddings for each tweet or article,
whereas LMSOC uses node2vec and SocialBERT
uses vectors from SVD and Deep Walk. We used
the GAT in order to be consistent with ConGraT
and the unimodal baseline, to ensure that the com-

parisons were fair, and because it was likely to be
a stronger baseline than using SVD. Social-LM
models were fine-tuned for 3 epochs with the same
hyperparameters used for the language modeling
baseline, and have the same number of parameters
as all-mpnet-base-v2, our masked LM baselines
and the joint masked text encoders.

F.4 LinkBERT

We implemented and trained LinkBERT (Ya-
sunaga et al., 2022) as described in the origi-
nal paper, with the only difference being that we
used the same all-mpnet-base-v2 architecture
as the other baseline models (instead of BERT-
Base) in order to maintain consistency across ex-
periments. We initialized weights from the pre-
trained all-mpnet-base-v2 model from sentence-
transformers, and fine-tuned it on the masked lan-
guage modeling (MLM) and document relation
prediction (DRP) tasks for 3 epochs. Hyperparam-
eters used for training are listed in Table 13. Note
that because of its MLM training objective, we
used LinkBERT as a baseline for masked language
model variants of ConGraT only. All LinkBERT
models have the same number of parameters as
all-mpnet-base-v2, as the DRP head is dropped
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at inference time.
We created training instances for LinkBERT by

sampling contiguous, linked, or random text seg-
ment pairs for the DRP training objective from each
dataset, with the three options appearing uniformly
(1/3, 1/3, 1/3). For the Pubmed and Twitter datasets,
we sampled 100,000 text pairs for each category,
for a total of 300,000 pairs. For T-REx, which is a
substantially smaller dataset, we sampled 10,000
text pairs for each category, for a total of 30,000
pairs. Text pairs consisted of anchor text segment
𝑋𝐴 and paired text segment 𝑋𝐵: (𝑋𝐴, 𝑋𝐵). The
specific methods we used to sample pairs for each
dataset were as follows:

Pubmed. Text segments in each pair consisted of
individual sentences from the abstracts of each arti-
cle in the dataset. Anchor segments 𝑋𝐴 were taken
by sampling a random abstract, then sampling a
random sentence from that abstract. For contiguous
pairs, 𝑋𝐵 was chosen as the sentence immediately
following 𝑋𝐴 in the abstract (𝑋𝐴 could not be the
last sentence of the abstract). For linked pairs, 𝑋𝐵

was chosen as a random sentence from the abstract
of one of the articles that was connected to 𝑋𝐴’s
corresponding article in the citation graph. For ran-
dom pairs, 𝑋𝐵 was chosen as a random sentence
from an abstract whose article was not connected
to 𝑋𝐴’s corresponding article in the citation graph.

T-REx. Text segments in each pair consisted of
individual sentences from the introductory para-
graphs of each article in the dataset. Anchor seg-
ments 𝑋𝐴 were taken by sampling a random article,
then sampling a random sentence from that article’s
introductory paragraphs. For continuous pairs, 𝑋𝐵

was chosen as the sentence immediately follow-
ing 𝑋𝐴, with the same restriction as in Pubmed
that 𝑋𝐴 could not be the last sentence. For linked
pairs, 𝑋𝐵 was chosen as a random sentence from
the introductory paragraphs of one of the articles
connected to 𝑋𝐴’s corresponding article in the
link graph. For random pairs, 𝑋𝐵 was chosen as a
random sentence from an article not connected to
𝑋𝐴’s corresponding article in the link graph.

Twitter. Twitter has a different graph-text struc-
ture than Pubmed and T-REx; rather than the nodes
consisting of texts themselves, the nodes are users
who can each produce multiple tweets. Therefore,
the notion of what constitutes continuous or linked
text segments (tweets) is less clearly defined. We
defined these relationships as follows. For contigu-

ous pairs, we sampled a random tweet as 𝑋𝐴, and
chose 𝑋𝐵 as a different tweet from the same user
as 𝑋𝐴. For linked pairs, we sampled 𝑋𝐴 from the
set of tweets that mentioned other users that were
present in our dataset. Then, 𝑋𝐵 was chosen as a
random tweet from the mentioned user. Random
pairs were taken by randomly sampling two tweets
from different users to use as 𝑋𝐴 and 𝑋𝐵 .

F.5 Node Classification Methodology
We use the standard scikit-learn (Pedregosa et al.,
2011) implementation of logistic/softmax regres-
sion with the default L2 regularization, balancing
our sometimes very imbalanced classification prob-
lems by downsampling before fitting. For perfor-
mance reasons we use the liblinear solver for
problems with no more than 5000 training data
points and the saga solver otherwise. To ensure
convergence, we increase the maximum iterations
for the solvers from the default of 100 to 10000.

G Licenses and Terms of Use

All software and pretrained models we used were
available under open-source licenses which per-
mit our use for research purposes. Our non-Twitter
datasets were available under Creative Commons
or other licenses allowing research use. We have
access to Twitter data pursuant to an agreement
with Twitter permitting use of data for research and
publication. The agreement permits releasing the
tweet IDs, which can be used to get the correspond-
ing tweets from the public Twitter API. Along with
the tweet IDs, we plan to release the demographic
data collected from Wikipedia and Ballotpedia. Our
code and datasets, when released upon publication,
will be subject to an open-source license allowing
use for research purposes.
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Figure 5: Top-k accuracy on selection of the node which produced a text, for various values of 𝑘, as discussed in
Subsection B.1. “Baseline” indicates the use of separately pretrained embeddings, and other results are for models
with various combinations of edge-direction use and graph-similarity information.
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Abstract
Uniform Meaning Representation (UMR) is the
next phase of semantic formalism following
Abstract Meaning Representation (AMR), with
added focus on inter-sentential relations allow-
ing the representational scope of UMR to cover
a full document. This, in turn, greatly increases
the complexity of its parsing task with the ad-
ditional requirement of capturing document-
level linguistic phenomena such as coreference,
modal and temporal dependencies. In order
to establish a strong baseline despite the small
size of recently released UMR v1.0 corpus, we
introduce a pipeline model that does not re-
quire any training. At the core of our method
is a two-track strategy of obtaining UMR’s sen-
tence and document graphs separately, with
the document-level triples being compiled at
the token level and the sentence graph being
converted from AMR graphs. By leveraging
alignment between AMR and its sentence, we
are able to generate the first automatic English
UMR parses.

1 Introduction

While the end-to-end deep learning methods based
on transformers (Vaswani et al., 2017; Devlin et al.,
2019; Radford et al., 2019) helped usher in an era of
Large Language Models (LLM) with outstanding
results especially in the practical domains of Natu-
ral Language Processing (NLP), they also brought
about significant advances in the performance of
Abstract Meaning Representation (AMR) parsing.
Once thought extremely challenging due to its in-
herently multi-tasking nature, AMR parsing with
its adoption of transformer architecture (Bevilac-
qua et al., 2021; Lee et al., 2022a; Vasylenko et al.,
2023) has since matured to a point where its auto-
matic parses feature in various downstream appli-
cations (Bonial et al., 2020; Mansouri et al., 2023;
Wang et al., 2023), often as a meaningful com-
panion to the Pre-trained Language Models (PLM)
llke T5 (Raffel et al., 2019) or BART (Lewis et al.,

2020). This trend serves to highlight the enduring
interest of the community in leveraging symbolic
meaning representations not only for the computa-
tional benefit in boosting the model performance
but also as a way to better understand how a model
seems to ‘understand’ language.

However, AMR by design is limited to the rep-
resentational scope of a single sentence. Although
efforts have been made to bring together multiple
AMRs into a single unified structure (O’Gorman
et al., 2018; Naseem et al., 2022), additional an-
notations across different sentences remain largely
confined to coreference and implicit role labeling.

Uniform Meaning Representation
In contrast, Uniform Meaning Representation
(UMR) (Van Gysel et al., 2021) begins by inher-
iting AMR’s focus on predicate-argument struc-
ture in its sentence-level representation and further
adds semantic coverage for aspect, scope, person
and number for cross-lingual compatibility (Flani-
gan et al., 2022; Bonn et al., 2023b). In addition,
UMR introduces new document-level triples which
cover linguistic phenomena such as coreference,
modal and temporal dependencies (Vigus et al.,
2019; Zhang and Xue, 2018a; Yao et al., 2022) that
potentially go beyond sentence boundaries.

Figure 1 provides an example of UMR annota-
tion for a sample document of two sentences:

1. Kim left to join the others.

2. “They are probably eating,” she said.

At the top is an abstract ROOT node, whose im-
mediate children AUTHOR (author of the text) and
DCT (document creation time) serve as sub-roots
of modal and temporal dependencies respectively.
These abstract nodes are highlighted in lightblue.

A modal dependency graph (MDG), shown
as a series of red edges in the figure, captures
the epistemic certainty and polarity with which
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Figure 1: Example of UMR for “Kim left to join the others. ‘They are probably eating,’ she said.” Lightblue
nodes indicate special semantic nodes ROOT, AUTHOR and DCT (Document Creation Time) that are implied in every
document. Modal relations are shown in red edges, temporal relations in green edges, and the clusters of coreferent
entities are highlighted in the same color such as orange and green. AFF stands for full-affirmative, NEG for
full-negative, PRT-AFF for partial-affirmative, REF-N for refer-number, and REF-P for refer-person.

the sources (formally known as conceivers) view
another conceivers or events (Yao et al., 2021;
Van Gysel et al., 2021). In the example, the
Author knows with full certainty that Kim al-
ready left (:full-affirmative edge from the
Author to s1l:leave-02), while Kim expresses
uncertainty in her belief that They are eating at
the moment (:partial-affirmative edge from
s2p:person to s2e:eat-01). Since the Author
presumably knew about Kim’s state of mind, a
:full-affirmative modal relation between these
two sources is finally established.

On the other hand, a temporal dependency graph
(TDG) represents the temporal relations between
events and time expressions such as DCT (Zhang
and Xue, 2018b). The past tense of the main predi-
cates left and said in the above example provides
a strong indication of the actions having taken
place before DCT, hence its two :before outgoing
edges to s1l:leave-02 and s2e:eat-01. Further-

more, the chain of events dictates that Kim could
not have possibly joined the others without hav-
ing first left. This is annotated with the :after
edge from s1l:leave-2 to s1j:join-04, which
adds the temporal aspect to the :purpose relation
that already exists between the two. Following the
green edges in the figure reveals the temporal graph
in its entirety.

Finally, the two sentences are further linked
via the participation of same entities: Kim and
the others. Their presence in the second sen-
tence solely as pronouns, she and they, requires
the context from the first sentence for anaphora
resolution. These clusters of coreferent entities
are highlighted as the same colored nodes in
the figure connected by :same-entity edges be-
tween (1) s1p:person and s2p:person, and (2)
s1p2:person and s2p2:person.

It is also worth noting the core differences be-
tween UMR sentence graphs and AMRs despite
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Document ID Sentences Doc. Level Tokens AMR R3 Overlaps
english_umr-0001 28 28 700 NW_AFP_ENG_0024_2006_0217.[1~28]

english_umr-0002 2 28 18 -
english_umr-0003 9 9 140 NW_PRI_ENG_0153_2000_1214.[1~9]

english_umr-0004 141 135 1,165 -
english_umr-0005 29 29 566 NW_PRI_ENG_0152_2000_1208.[1~29]

Total 209 203 2,589 66

Table 1: UMR v1.0 English dataset statistics. Doc. Level refers to the number of non-empty document-level graphs.
R3 Overlaps, if any, displays the AMR ids from AMR R3 corpus that share the same source sentence with UMRs.

their striking similarities. One of the notable dis-
crepancies is the addition of :aspect annotations
in UMR, visualized as purple edges in Figure 1,
representing the internal state of an eventive con-
cept as it relates to its status as an on-going, fin-
ished or habitual event, or simply a state with no
changes over the course of action, or something
else1 (Donatelli et al., 2018, 2019). In the figure,
Kim having left and said had already come to an
end (“performance”), whereas eating is presum-
ably still an on-going process at the time of writing
(“activity”).

Finally, pronouns in AMRs are replaced with
generic person nodes with :refer-person edges
denoting first, second or third point of view.
Generic, non-named entities, including pronouns,
are further annotated for their plurality with
:refer-number relations, as seen with the blue
outgoing edges from variables s1p2:person,
s2p:person and s2p2:person in Figure 1.

UMR Parsing

While these new features help expand the repre-
sentational scope of UMR to include a full doc-
ument, they come at a great cost to the parsing
complexity. In addition to the sentence graph gen-
eration, a parser would have to produce an addi-
tional document-level structure whose scope gen-
erally encompasses multiple sentences. Since the
triples in the document graph need to be grounded
in the context of the sentence graphs (Figure 1), the
parsing task effectively revolves around a series of
pairwise relation classifications between sentence
graph nodes that have been abstracted away from
their source tokens, much like AMRs. This is fur-
ther complicated by the limited number of publicly
available annotations in the recently released UMR

1See umr-guidelines for the full lattice of aspectual values.

v1.0 corpus2 (Bonn et al., 2023a, 2024) .
In light of these challenges, we propose to settle

for a more tractable version of the problem that
does not require any training. Our approach adopts
a two-track strategy of obtaining sentence and doc-
ument graphs separately. This is possible if we
obtain the document-level triples at the token level,
i.e., between the source tokens, not between the
sentence graph nodes. By leveraging models in-
dividually trained for each of the document-level
parsing tasks, we can set up a pipeline that compiles
a list of document-level triples without any training
on the limited UMR corpus. At the same time, we
rely on off-the-shelf AMR parsers to first gener-
ate AMR, which is then subsequently converted
into the UMR sentence graph using linguistically
motivated heuristics. The final step involves the
alignment of source tokens in the document-level
triples to their corresponding nodes in the sentence
graph, resulting in the final UMR structure.

The performance of our pipelined model is eval-
uated against the entire English section of the
UMR v1.0 corpus, using a recently introduced
AnCast++3 whose details are provided in Section
5. We report the highest comprehensive macro
F1 score at 61.5, establishing a strong baseline
for future improvement. The code is available at
https://github.com/umr4nlp/umrlib.

2 UMR-v1.0 Corpus

UMR v1.0 corpus consists of documents an-
notated in 6 languages: Arapaho, Chinese,
Cocama-Cocamilla, English, Navajo, and Sana-
paná4. This work focuses only on 5 En-
glish documents, whose summary statistics are

2https://lindat.mff.cuni.cz/repository/xmlui/
handle/11234/1-5198

3https://github.com/sxndqc/ancast
4https://umr4nlp.github.io/web/data.html shows

the number of annotations for all 6 languages.
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given in Table 1. The entire newsire do-
main (english_umr-0001, english_umr-0003,
and english_umr-0005) overlaps with the LDC’s
latest release of AMR R3 corpus LDC2020T025

(Knight et al., 2021). Each sentence receives 2 core
layers of annotations: (1) sentence graph and (2)
document-level triples involving at least one local
variable from its sentence graph.

Corpus Preprocessing

The corpus exhibits a few labeling inconsistencies.
For instance, there are 12 occurrences of :AFF ab-
breviated modal relation label in addition to the
more established :full-affirmative at 324. We
attribute these and other similar occurrences to be
simple errors and apply a cleanup to ensure label-
ing consistency across all of the annotations, e.g.,
:AFF replaced with :full-affirmative.

In addition, the :modal-strength relation
(sometimes abbreviated as :modstr) is used as a
shorthand to annotate a modal triple within a UMR
sentence graph, although modal triples typically
belong to a document-level annotation. In order to
facilitate correct evaluation in our parsing experi-
ments as required by AnCast++, these embedded
modal triples are relocated from the sentence graph
to its document-level annotation. It should be noted
that this operation does not modify the content of
the original annotation. We report parsing perfor-
mance results with and without these procedures.

3 Model Description

AMR Parsing 
+Conversion

AMR 
Alignment

Entity Coref. MDP Stage 1

UMR Graph

MDP Stage 2 Event Coref.

TDP Stage 1

TDP Stage 2

Input Doc.

Figure 2: Flowchart for the proposed pipelined parser.
MDP stands for Modal Dependency Parsing and TDP
stands for Temporal Dependency Parsing.

In this section, we provide a detailed description
of each of the models that makes up our pipeline.
The entire flowchart is depicted in Figure 2.

5https://catalog.ldc.upenn.edu/LDC2020T02

3.1 AMR Parsing

AMR parsing aims to transform text into AMR
where the meaning of a sentence is encoded in a
single-rooted, directed and acyclic graph, as par-
tially seen with the two sentence graphs in Figure
1 rooted by variables s1l and s2s whose black
edges reveal the predicate-argument structure of
each sentence. Due to its graphical nature, previ-
ous parsing methods often adopted graph methods
such as finding the maximum spanning AMR graph
(Flanigan et al., 2014, 2016), while others exploited
the structural similarity between AMR and a de-
pendency graph by applying a series of actions
to transform the dependency graph into AMR in
a transition-based framework (Wang et al., 2015,
2016; Wang and Xue, 2017). These approaches
were largely superseded by larger models that be-
gan to pivot around various deep learning-based ap-
proaches (Foland and Martin, 2017; Lyu and Titov,
2018; Cai and Lam, 2020), culminating in the adop-
tion of transformers (Bevilacqua et al., 2021). The
subsequent advancements in AMR parsing relied
on pretrained language models to consume and
predict linearized AMRs (Chen et al., 2022; Bai
et al., 2022; Yu and Gildea, 2022; Vasylenko et al.,
2023), and the linearized representation of AMRs
further opened up the possibility of a transition-
based approach where a sequence of transductions
are interpreted graphically to incrementally build
towards the final AMR graph (Zhou et al., 2021b,a;
Drozdov et al., 2022).

Given the efficacy of transformers-based AMR
parsers, along with the unmistakable similarity of
AMR to the UMR sentence graph, it is only natural
to choose AMR parsing as a starting point of the
pipeline. We experiment with four AMR parsers:
LeakDistill (Vasylenko et al., 2023), SPRING
(Bevilacqua et al., 2021), AMRBART (Bai et al.,
2022) and IBM Transition Parser (Zhou et al.,
2021b,a; Lee et al., 2022b; Drozdov et al., 2022).
Maximum Bayes Smatch Ensemble (MBSE) (Lee
et al., 2022b) is additionally used to ensemble best
performing parsers for further improvement. Ex-
periments using BLINK (Ledell Wu, 2020) entity
linker for Wikification did not improve the model
performance and is thus omitted in our experimen-
tal setup. Finally, we run LEAMR (Blodgett and
Schneider, 2021) to produce sentence-AMR align-
ment for subsequent use in AMR-to-UMR conver-
sion. Appendix A provides more details on the
setup used in our experiments.
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AMR Parser
Before Conversion After Conversion
AnCast Smatch AnCast Smatch

LeakDistill (Vasylenko et al., 2023) 51.3 56.7 63.2 71.3
SPRING (Bevilacqua et al., 2021) 51.1 56.4 62.9 71.2
Struct-BART (Zhou et al., 2021b) 49.3 56.0 60.9 70.6

AMRBART (Bai et al., 2022) 51.4 57.0 63.0 71.7
3-way MBSE* (Lee et al., 2022b) 51.3 57.2 63.1 71.8

4-way MBSE† 52.6 57.5 64.2 72.2
5-way MBSE‡ 52.1 57.4 64.1 71.9

Table 2: Results on AMR-to-UMR Sentence Graph Conversion. *3-way MBSE includes LeakDistill + SPRING +
AMRBART. †4-way MBSE includes LeakDistill + SPRING + AMRBART + Struct-BART. ‡5-way MBSE includes
LeakDistill + SPRING + AMRBART (2 checkpoints) + Struct-BART.

3.2 AMR-to-UMR Conversion

Once an AMR parse is obtained, we apply heuris-
tics for in-place conversion to the UMR sentence
graph based on the mapping methodology de-
scribed in Bonn et al. (2023b) and UMR guide-
lines6. We notice a few minor discrepancies be-
tween the methodology and some of the annota-
tions in UMR v1.0; for instance, the guidelines
advocates for :ref-person label whereas the cor-
pus prefers :refer-person. In cases like this, we
choose to follow the corpus for consistent parsing
evaluation. A more recent work on AMR-to-UMR
conversion provides fine-grained, nondeterminis-
tic mapping strategies based on the graph context
(Post et al., 2024) but was not consulted for this
work.

One of the practical challenges in AMR-to-
UMR conversion is the :aspect edge creation task
for events. Its heavily context-dependent nature
makes it difficult to reliably determine its child
node label—i.e., aspectual value—via heuristics.
For this reason, we seek the help of Universal
Dependency-style syntactic analysis from UDPipe
v2 (Straka, 2018) whose UD features such as Tense
and Verbform provide limited but helpful insights.
The distribution of the aspect labels from the cor-
pus is shown in Table 3.

Another important aspect of conversion is han-
dling of the non-named entities including the pro-
nouns. Their ubiquitous presence makes it a high-
priority sub-task, and here again we rely on UD
features from which we are able to infer the plural-
ity of any generic entity.

Table 2 provides the overall results with AMR
parsers and subsequent in-place conversion to

6https://github.com/umr4nlp/umr-guidelines/
blob/master/guidelines.md

Aspect Count
Performance 184

State 146
Activity 55

Endeavor 17
Process 16
Habitual 8

Total 426

Table 3: Distribution of the aspectual values in UMR
v1.0 English dataset.

UMR sentence graph, using Smatch (Cai and
Knight, 2013) and AnCast7 (Sun and Xue, 2024).
AnCast is a recently introduced metric for evalu-
ating graph-based meaning representations whose
alignment strategy differs from the hill-climbing
heuristics of Smatch by first identifying anchor
nodes based on content similarity, and then itera-
tively propagating alignment throughout the neigh-
borhood. It finally computes the labeled relation F1
score which measures the degree of matching for
concepts and relations. This value represents the
overall metric of AnCast and is reported in Table 2.

3.3 Modal Dependency Parsing
Modal dependency parsing (MDP) aims to con-
struct a hierarchical structure representing the
epistemic strength (full, neutral and partial)
and polarity (affirmative and negative) of con-
ceivers as related to other conceivers or events (Yao
et al., 2021; Van Gysel et al., 2019). Largely based
on FactBank (Saurí and Pustejovsky, 2009), UMR
modal dependency sub-structure combines 3 modal
strengths with 2 polarities as shown in Table 4. As

7not to be confused with AnCast++ whose details are pro-
vided in Section 5.
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Figure 3: Example of Modal Dependency Graph
for “Kim left to join the others. ‘They are
probably eating,’ she said.” AFF stands for
full-affirmative, NEG for full-negative, and
PRT-AFF for partial-affirmative.

seen with Figure 3, the resulting graph typically
involves heavy traffic through the Author who dis-
plays confidence or doubt in various statements
s/he commits to in writing.

Modal Label Count
:full-affirmative 408

:neutral-affirmative 24
:partial-affirmative 14

:full-negative 23
:neutral-negative 3
:partial-negative 3
:unspecified* 10

Total 486

Table 4: Distribution of modal labels in UMR
v1.0 English dataset. *UMR v1.0 corpus contains
:unspecified which is not part of the target modal
labels in MDP.

In practice, MDP consists of two different stages.
First, the conceivers and events must be identified;
then, each event or conceiver must be paired with
the most appropriate parent in the text in a newly-
created modal triple whose label needs to be pre-
dicted. In our experiments, we use a prompt-based
model described in Yao et al. (2022), where the
two tasks are trained end-to-end in a joint manner
based on language model priming. Table 4 shows

Figure 4: Example of Temporal Dependency Graph for
“Kim left to join the others. ‘They are probably eating,’
she said.”

the distribution of modal labels in the UMR English
corpus.

3.4 Temporal Dependency Parsing

In a similar vein to MDP, temporal dependency
parsing (TDP) is the task of identifying a document-
level graph whose nodes are time expressions
(timex) and events, and edges represent the tempo-
ral relations between them. Specifically, an event
first searches for its referent timex that is the most
specific (i.e., closest) temporal anchor (Pustejovsky
and Stubbs, 2011) in whose absence it settles for an-
other event that can provide the most specific tem-
poral context (Zhang and Xue, 2018b; Yao et al.,
2020). Figure 4 depicts a temporal dependency
graph for the sample document of two sentences.

TDP also consists of 2 stages. The timex and
event identification is performed first, followed
by edge generation between the identified nodes.
For stage 1 we use the neural ranking model de-
scribed in Yao et al. (2020) based on Zhang and
Xue (2018a) and Ross et al. (2020) that extracts
timex and events by labeling the appropriate span
in the text8. Then we turn to the parser from Yao
et al. (2023) which interprets TDP as a textual en-
tailment (NLI) task in which the temporal relation
is verbalized into text, requiring the model to infer
entailment probability. Table 5 shows the distribu-

8We observed higher performance when TDP stage 1 out-
put is augmented with events from MDP stage 1.
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tion of temporal labels in the corpus.

Temporal Label Count
overlap 143
after 106
before 54

contained 24
depends-on 7

Total 334

Table 5: Distribution of temporal labels in UMR v1.0
English dataset.

3.5 Coreference

UMR supports two types of coreference—event
and entity—which form disjoint clusters. Both may
additionally participate in the :subset-of relation-
ship. Table 6 provides the number of coreference
labels in the corpus.

Event Coreference
For cross-sentence event clustering, our pipeline
relies on Cross-Document Coreference Resolution
(CDLM) described in Cattan et al. (2021), which
is pre-trained to include multiple documents by
leveraging global attention. Although the model is
designed with cross-document context in mind, we
limit the global range to a single document. Since
it requires event candidates be provided as input,
we re-use the events identified in MDP stage 1.

Entity Coreference
For entities we use wl-coref (Dobrovolskii, 2021)
and caw-coref (D’Oosterlinck et al., 2023) which
attempt to build a coreference link between individ-
ual words.

Coref. Label Count
same-entity 317
same-event 62
subset-of 55

Total 434

Table 6: Distribution of coreference labels in UMR v1.0
English dataset.

3.6 Context Grounding via Alignment

So far, the pipeline has produced two distinct
structures—a sentence graph as a result of AMR-to-
UMR conversion, and document-level triples from

MDP, TDP and coreference—that are seemingly in-
dependent from each other. This is because the sen-
tence graph is generated by transforming an AMR
parse whose nodes have been abstracted away from
their source tokens, whereas the document-level
triples obtained from MDP, TDP and coreference
are expressed as between these source tokens.

In order to bring these structures together, the
final step of our pipelined approach involves the
use of the alignment between the sentence graph
and the source sentence provided by LEAMR9 to
map the tokens in document-level triples to the
corresponding nodes in the UMR sentence graph.
This effectively means transferring the context of
the document-level triples from the source sentence
to the UMR sentence graph, and only after this
stage do these structures demonstrate cohesion as
required for UMR.

4 Experiments

We follow the flowchart in Figure 2 to generate
UMR parses. Appendix A provides details on the
experimental setup. Our model is evaluated against
all of the English section of UMR v1.0 corpus. In
order to cope with the input length limitation of
some of the pipeline models, english_umr-0004
is split into smaller fragments each of which is
treated as a separate document. The intermediate
results for the split data are pieced together at the
end into a single document for evaluation. Table
7 shows the experimental results using AnCast++
evaluation which we introduce in the next section.

5 Evaluation

Currently, there is no published work that can eval-
uate the performance of a UMR parser. To this end,
we first provide Smatch scores for the sentence
graphs evaluation in Table 2. Since the UMR sen-
tence graphs resemble AMRs, Smatch can continue
to provide a meaningful and comparable evaluation
score during the transition towards UMR.

For the full UMR evaluation we adopt An-
Cast++10, a recently introduced open-source evalu-
ation toolkit for UMR that provides an aggregated
metric of Sentence, Modal, Temporal and Coref-
erence scores. The Sentence graph evaluation is
based on AnCast and is claimed to be highly corre-
lated with Smatch despite differences in the align-

9LEAMR provides AMR-to-sentence alignment, which is
preserved during the in-place conversion.

10https://github.com/sxndqc/ancast
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Document ID
AnCast++ F1 Scores

Sentence Graph Modal Temporal Coref. Comprehensive
english_umr-0001 69.2 (66.2) 51.4 (40.2) 15.6 (16.2) 8.2 (8.2) 57.9 (55.5)
english_umr-0002 90.0 (90.0) 60.0 (60.0) 100.0 (100.0) 0.0* (0.0) 86.2 (86.2)
english_umr-0003 75.3 (71.8) 70.0 (53.9) 16.9 (18.2) 58.3 (40.0) 68.6 (63.4)
english_umr-0004 61.2 (60.7) 64.5 (65.3) 22.8 (22.8) 26.7 (26.7) 52.1 (51.9)
english_umr-0005 55.3 (55.0) 13.8 (12.3) 6.3 (7.3) 19.5 (20.4) 42.8 (42.9)

Macro F1 70.2 (68.8) 52.0 (46.3) 32.3 (32.9) 22.5 (19.1) 61.5 (60.0)

Table 7: Parsing Evaluation Results on UMR v1.0 English corpus using AnCast++. Scores within the parenthesis are
from evaluating against the UMR corpus without any preprocessing. *english_umr-0002 contains no coreference.

ment strategy (Sun and Xue, 2024). While the
Modal score is based on the number of overlaps in
the modal triples owing to its inherently tree struc-
ture, Temporal and Coreference scores require find-
ing the transitive closures via Depth-First Search
(DFS) in order to identify clusters of nodes and re-
lations, from which precision and recall measures
are computed in terms of closed sets as follows:

p =

∑
ri∈R(|ri| ×

∑
kj∈K

rel(ri∩kj)
rel(ri)

)
∑

rz∈R |rz|

r =

∑
ki∈K(|ki| ×

∑
rj∈R

rel(ki∩rj)
rel(ki)

)
∑

kz∈K |kz|
where ki and ri are node clusters in key (gold)
and response (prediction) graphs, and rel(ki) and
rel(ri) are the reference and deducted links re-
spectively. This approach builds on Setzer et al.
(2005) and Link-based Entity-Aware (LEA) metric
(Moosavi and Strube, 2016; Moosavi, 2020).

6 Error Analysis

As a pipeline model, our parser is prone to er-
ror propagation when generating document-level
triples. This is especially true with the event identi-
fication phase in MDP and TDP stage 1, where the
identified event candidates are subsequently consid-
ered for the modal and temporal dependency edge
generation as well as cross-sentence event corefer-
ence. Naturally, any event that goes undetected is
non-recoverable in the subsequent pipeline. This
is further compounded by the fact that the gener-
ated triples ultimately need to be aligned to the
appropriate UMR sentence sub-graph but may be
un-aligned or mis-aligned, resulting in low perfor-
mance on the document-level parsing tasks. Nev-
ertheless, MDP appears to show comparatively
stronger performance because MDG is inherently

a tree unlike TDG and coreference clusters, with
most of traffic consolidated around the Author.

The parser is also unable to guarantee 100%
coverage of UMR as it is unable produce cer-
tain labels such as “Habitual” aspectual value
and “:partial-negative” modal label. Another
prominent example is “:subset-of” coreference
label which makes up a sizable portion of corefer-
ence labels (Table 6), and its lack thereof carries
significant repercussions for overall parsing per-
formance. This is to be expected as none of the
models are directly trained on the UMR-style of
annotations, and it remains a major source of error
in our experiments.

The corpus itself shows highly varied annotation
styles across different documents. For instance,
English UMR documents 1, 2 and 4 consistently
annotate :modal relation from ROOT to AUTHOR, al-
though its presence is implied in every document
and is not strictly necessary—a view taken in docu-
ments 3 and 5. english_umr-0005 further stands
out as what initially appears to be a news article
abruptly turns into a dialogue, leading to subse-
quent sentence graphs being wrapped under (s /
say-01 :ARG0 (p / person) :ARG1 ...) ‘phan-
tom’ outer sub-graph. This explains the compara-
tively low score for the document.

7 Conclusions

This paper presents the first published UMR pars-
ing model evaluated against UMR v1.0 English cor-
pus using AnCast++. We describe our pipelined ap-
proach to cope with the shortage of publicly avail-
able UMR data so that no training on the UMR
corpus is necessary. Our experimental results at
61.5 macro F1 establishes a strong baseline for
future improvement. The proposed parser is suit-
able for modular upgrade by optimizing individual
models, which we plan to visit in future work.
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Limitations

Due to the small number of UMR data available for
evaluation, current parsing result is not yet stable.
UMR English dataset further shows highly skewed
distribution of number of sentences per document—
as small as 2 for english_umr-0002 and over 140
for english_umr-0004 which is not taken into ac-
count by AnCast++. Increased number of UMR
annotations will partially mitigate this issue.

The proposed UMR parser uses sub-models
trained in English and is unable to parse any other
languages. To apply this model in a cross-lingual
setting depends on the availability of models such
as temporal dependency parser being trained either
multi-lingually or on non-English datasets.

Since the pipeline consists of multiple models
each of which may require a different set of depen-
dencies, the parser is difficult to set up for use in
practice. We therefore provide a WebUI version of
our parser which serves as a one-stop interface to
interact with every component in the pipeline.
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A Experimental Setup

Experiments were run on NVIDIA RTX 3090.

AMR Parser

We found 4-way and 5-way MBSE models to pro-
duce the highest Smatch and AnCast scores on
UMR sentence graphs evaluation (Table 2). We
were also able to obtain the highest AnCast++
scores on full UMR evaluation using 5-way MBSE
(Table 7). These include:

1. LeakDistill trained on AMR R311.

2. SPRING trained on AMR R3.

3. Struct-BART trained on AMR R3 and parsed
using ensemble of 3 seeds: 42, 43, and 44.

11Checkpoint ‘best-smatch_checkpoint_12_0.8534’ is
available upon request to the authors
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4. AMRBART 3.0 trained on AMR R3.

5. AMRBART 2.0 trained on AMR R2 (not part
of 4-way MBSE).

We do not run the BLINK entity linking system in
our pipeline.

Modal Dependency Parsing

mdp-prompt (Yao et al., 2022) is the prompt-based
modal dependency parser trained on publicly avail-
able English modal dependency dataset12 (Yao
et al., 2021). We exactly follow the training config-
urations described in the paper for English.

Temporal Dependency Parsing

Unlike MDP where a single parser can perform
stage 1 and stage 2 jointly, we train two separate
models since the best stage 2 parser does not pro-
duce stage 1 outputs.

TDP Stage 1
To identify events and timex, we use the XLM-
Roberta (Conneau et al., 2020) based ranking
model (Yao et al., 2020) whose source code is not
publicly available but is similar to that of mdp-
prompt.

The model is trained on publicly available En-
glish temporal dependency dataset13 for 30 epochs
with learning rate of 2e-5 and max sequence length
of 128. The model processes a long document by
splitting it into smaller segments before encoding
each with the language model. When doing so, we
allow the model to apply segmentation by letting
each overlap with one another. These procedures
are in accordance with what is described in the
paper.

In practice, the identified events are merged with
those found by mdp-prompt, leading to better re-
sults. Finally, the merged events also serve as in-
puts to CDLM for event coreference.

TDP Stage 2
thyme-tdg (Yao et al., 2023) is trained following the
model implementation details as specified for the
general-domain experiments, but we allow training
to last for 10 epochs rather than 3. We use seed 42
for data preparation as well as model training.

12https://github.com/Jryao/modal_dependency/
tree/main/data

13https://github.com/Jryao/temporal_dependency_
graphs_crowdsourcing/tree/master/tdg_data

In practice, we find that the ranking model (Yao
et al., 2020) should also be trained for stage 2 event-
to-time and event-to-event edge generation task,
whose outputs are then fed to thyme-tdg. In both
scenarios the hyperparameters remain the same as
described in the paper.

Coreference
CDLM for event coreference is trained on ECB+
corpus14 (Cybulska and Vossen, 2014). For wl-
coref and caw-coref, we use the Roberta (Liu et al.,
2019) based pre-trained models publicly available
at their respective Github repositories. In our ex-
periments, using wl-coref led to higher AnCast++
scores.

14https://www.newsreader-project.eu/results/
data/the-ecb-corpus/
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Abstract

Ontology population, which aims to extract
structured data to enrich domain-specific on-
tologies from unstructured text, typically faces
challenges in terms of data scarcity and linguis-
tic complexity, particularly in specialized fields
such as retail banking. In this study, we investi-
gate the application of large language models
(LLMs) to populate domain-specific ontologies
of retail banking products from Thai corporate
documents. We compare traditional span-based
approaches to LLMs-based generative meth-
ods, with different prompting techniques. Our
findings reveal that while span-based methods
struggle with data scarcity and the complex
linguistic structure, LLMs-based generative ap-
proaches substantially outperform, achieving
a 61.05% F1 score, with the most improve-
ment coming from providing examples in the
prompts. This improvement highlights the po-
tential of LLMs for ontology population tasks,
offering a scalable and efficient solution for
structured information extraction, especially in
low-resource language settings.

1 Introduction

With an increasing volume of text document repos-
itories, the need for efficient and accurate informa-
tion management systems has become inevitable.
Ontology is one of the tools that facilitate struc-
tured representations of knowledge within specific
domains, promoting interoperability and reason-
ing from unstructured data sources (Gruber, 1993).
In addition, a specialized subset of ontologies,
such as Schema markup, can also empower orga-
nizations to publish machine-readable web pages,
thereby enhancing their visibility on search engines
(Schema.org, 2008).

*Corresponding author: pakpoom.b@nrru.ac.th

However, the task of extracting and populating
domain-specific ontologies from unstructured texts
presents significant challenges due to the diversity
of the source materials (Chasseray et al., 2023).
Particularly in the banking sector, source docu-
ments, often authored by various internal units,
lack a standardized format, frequently compris-
ing only phrases or fragmented information rather
than complete sentences (Petrova et al., 2017). In
this domain, especially under low-resource lan-
guage settings, structured storage can also be lever-
aged to construct a knowledge graph to facilitate
downstream tasks such as recommendation systems
(Guo et al., 2020) or question answering systems
(Khongcharoen et al., 2022).

Recent advances in natural language processing
(NLP), especially the development of large lan-
guage models (LLMs), have led to new approaches
to semantic annotation and ontology population
(Babaei Giglou et al., 2023). These models, with
their capacity for language comprehension, allow
for automating the extraction of structured infor-
mation, even in languages with limited training
resources (Huang et al., 2023; Saetia et al., 2024).
However, the effectiveness of LLMs for ontology
populations in specific domains, such as banking,
where the accuracy of extracted information is
paramount, remains underexplored.

Tuning the prompts is one of the techniques to
optimize LLMs for a specific task. A range of
prompting techniques, including few-shot learn-
ing (Brown et al., 2020), chain-of-thought (CoT)
prompting (Wei et al., 2022), and others, have
been proposed to enhance the performance of
LLMs across various NLP tasks, from named-
entity recognition (NER) to complex question
answering. These techniques aim to guide the
model’s attention and reasoning process, facilitat-
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ing a more accurate extraction and interpretation of
the desired information. While the impact of these
prompting strategies has been extensively studied
in other NLP applications, their application in struc-
tured information extraction from unstructured text,
particularly within the context of low-resource lan-
guages, has yet to be thoroughly investigated. This
gap necessitates a study to understand the potential
of various prompting methods in improving the ef-
ficiency and accuracy of ontology population tasks
especially in low-resource language. Herein, we
study the extraction of structured information from
corporate banking documents, particularly credit
card product descriptions, using both traditional
span-based methods and innovative LLMs-based
generative approaches.

The main contributions of our work are summa-
rized as follows:

• We provide a comparative study between span-
based and generative approaches for ontology
population tasks within the banking sector.

• We present LLM-based generative approaches
with different prompting techniques for ex-
tracting structured information from text in a
low-resource language context.

Our proposed approach could offer benefits to
organizations maintaining internal documents in
low-resource languages, seeking to streamline their
data warehousing and enhance data interoperability
across departments, particularly when resources for
comprehensive data annotation are limited.

2 Related Work

2.1 LLMs for Generative Information
Extraction

The recent advancements in LLMs have attracted
attention to investigate their role in generative struc-
tured information extraction (IE), such as Named
Entity Recognition (NER) and Relation Extraction
(RE). Early studies have pioneered the approaches
to address the limitations of LLMs in NER, intro-
ducing methods that formulate NER into a gener-
ative task and employ self-verification strategies
for accuracy enhancement (Xia et al., 2023; Wang
et al., 2023). Particularly, (Xia et al., 2023) pro-
poses a training-free framework that improves the
LLM performance in zero-shot NER. Similarly,
frameworks like QA4RE (Zhang et al., 2023) have
been proposed to improve LLM accuracy for RE

tasks by aligning the task with question-answering
tasks. GPT-RE (Wang et al., 2023) develops fur-
ther by incorporating task-aware representations
and reasoning logic to mitigate the issues of low
relevance between entity and relation. To address
the issues on the large number of relation types,
(Li et al., 2023a) integrates the LLM with a dedi-
cated inference module to improve document-level
relation extraction.

Another paradigm to tailor the models to specific
tasks is through prompt tuning, which has been
shown to improve the overall performance (Yin
et al., 2023). Code4UIE utilizes prompts that align
the input-output pair with the pre-training stage
of LLM for code generation (Guo et al., 2023).
Few-shot prompting has also been used to provide
task-specific examples for the LLMs to learn from
(Brown et al., 2020). Techniques like CoT also
encourage logical inferences and reasoning from
the models (Wei et al., 2022). Additionally, interac-
tive prompt strategies, like multi-turn QA, facilitate
iterative refinement and feedback on generated ex-
tractions (Zhang et al., 2023). In IE, explicitly
stating the definition of the field in the prompt is
also reported to have a substantial influence on the
extraction accuracy (Sousa et al., 2023).

3 Methodology

3.1 Data Collection

In this study, we analyze internal corporate docu-
ments detailing 20 retail banking products, specifi-
cally credit cards. These documents were manually
tagged by a Thai linguist and subsequently verified
by two computational linguistics researchers, to
follow banking product ontology. The ontology
employed herein aligns closely with the Schema’s
PaymentCard concept. Namely, we consider
four main properties from PaymentCard (floor-
Limit, monthlyMinimumRepaymentAmount), Fi-
nancialProduct (annualPercentageRate), and Ser-
vice (availableChannel). Schema’s structure is se-
lected because of its relevancy to the original docu-
ments. Other ontologies are discussed in A.1.

The primary objective of the ontology popula-
tion task is to extract these properties from the orig-
inal, unstructured text. This objective is achieved
through the use of either span-based approaches
or variations of the LLMs-based generative ap-
proaches.
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3.2 Span-based Approach

This approach adopts the widely utilized BIO ex-
traction concept (B-named entity for the beginning;
I-entity name for the inside; O; for non-entity to-
kens) (Ramshaw and Marcus, 1999), which effec-
tively detects the beginning and intermediate to-
kens within spans or entities. As pre-trained lan-
guage models have shown success in this task (De-
vlin et al., 2018; Brown et al., 2020), here, we fine-
tune Wangchanberta, a Thai pre-trained language
model (Lowphansirikul et al., 2021), on the dataset
while incorporating the BIO concept. A few-shot
setting is also applied using two-state prototypical
networks similar to previous few-shot NER meth-
ods (Ding et al., 2021; Li et al., 2023b)

3.3 LLMs-based Generative Approach

In this approach, GPT-3.5 (Brown et al., 2020; Ope-
nAI, 2023b) is employed to extract structured prop-
erties or entities from the provided text (The com-
parison between GPT-3.5 and GPT-4 is provided in
A.2). The prompts are designed as a prefix-prompt
(Liu et al., 2023) to generate JSON-formatted out-
puts, ensuring ease of parsing and storing.

The prompt initially consists solely of a task de-
scription to guide the model in a zero-shot setting.
As illustrated in Figure A.1 in part A, the prompt
comprises three sentences. The first sentence pro-
vides the instruction while specifying the output
format. The second sentence includes the name of
the primary field, and the final sentence lists the
associated sub-properties.

To improve the conciseness in the context of
extracting the structured properties, three prompt
construction strategies are presented as follows.

3.3.1 Few-shot Prompting

We adhere to the original method outlined in the
previous work (Brown et al., 2020), which involves
the insertion of examples after the task description
but before the expected input text. Specifically, we
use “TEXT:" to mark the commencement of the
input, and “ANSWER:" to indicate the beginning of
the output for each example. The structure of this
few-shot setting prompt is depicted in Figure A.1
part C.

In a positive example, the input text contains all
sub-properties in the task description. Conversely,
the negative example deliberately excludes all sub-
properties.

3.3.2 CoT Prompting
To guide the reasoning capability of the model, we
follow a similar CoT approach as presented in (Wei
et al., 2022). We include a segment of the extracted
text that mentions all sub-properties as the preced-
ing reasoning before generating the sub-properties
themselves. The initial step guides the model to
extract this text as a preliminary step before extract-
ing each sub-field. Consequently, the model can
identify the relevant text within the primary field
without necessarily comprehending the sub-field
at the beginning. In the positive example, the ex-
tracted text is populated as the first field (labeled
as “extracted_text”) within the JSON-formatted
output. The structure of the prompt, where “ex-
tract_text” is integrated into a few-shot setting, is
shown in Figure A.1 part C.

3.3.3 Definition from schema.org
The definition of each primary field and its respec-
tive sub-properties are sourced from “schema.org”
(Schema.org, 2008) and are provided explicitly in
the prompts. Notably, only the meaning or descrip-
tion of each field is selected, with other details
such as examples being excluded. The segment
containing these definition within the prompt is af-
ter the task description but before the inclusion of
example, as shown in Figure A.1 part B.

3.4 Evaluation Metrics

To evaluate the performance of both span-based
approaches and the LLM-based generate approach,
we employ F1 scores to compare the extracted enti-
ties and the annotated ones.

For the span-based approaches, evaluation en-
tails the computation of a macro-averaged F1 score
based on token prediction. In this work, macro-
averaging is used to ensure equal consideration of
all classes.

Meanwhile, the evaluation of the generative uses
an F1 score based on exact matches. The evaluation
involves determining the intersection between the
predicted entities and the labeled entities within
each sub-field.

4 Results and Discussion

4.1 Experiment - Span-based Approach

The results of the span-based approaches are shown
in Table 1. When the Wangchanberta model is fine-
tuned using the BIO extraction concept, the model
yields only a 4.92% F1 score across all four main
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Model Precision (%) Recall (%) F1 score (%)
BIO extraction model (with classes) 13.89 2.99 4.92

Span detection (no classes) 96.43 11.79 21.01
Zero-shot 14.00 35.90 20.14

Few-shot (pos) 27.27 69.23 39.13
Few-shot (pos + neg) 55.81 61.54 58.54
Few-shot + Definition 47.79 69.23 56.54

Few-shot + CoT 49.54 69.23 57.75
Few-shot + CoT + Definition 51.79 74.36 61.05

Table 1: The results of span-based and LLMs-based generative approaches.

classes. This result confirms the limited efficiency
of the fundamental span-based approach when em-
ployed with a restricted volume of training data.

In the subsequent experiment, conducted in a
few-shot setting, span detection without consider-
ing specific classes yields a 21.01% F1 score. This
result indicates that using traditional span-based
approaches is still relatively limited even for just
identifying the span without classifying the class.

4.2 Experiment - LLMs-based Generative
Approach

The results, shown in Table 1, indicate that when
utilizing a prompt containing solely a task descrip-
tion, the model achieved 20.14% F1 score. This
poor performance likely arises from the model mak-
ing assumptions on the definition of given fields.

To address this limitation, the incorporation of a
positive example as a context, results in a notable
improvement, yielding a 39.13% F1 score. This
improvement is particularly significant in terms
of recall, as it mimics the provided example, en-
hancing the models’ ability to recognize relevant
information. Subsequently, after introducing the
negative example, the precision further increases
(an F1 score of 58.54%). This enhancement sug-
gests a better model comprehension, being able to
identify what should be disregarded. Importantly,
this outcome underscores that adopting even with
only two labeled examples can yield substantial
improvements.

To further improve performance, the inclusion
of the proposed CoT and the field definition from
schema.org provides a more comprehensive con-
text for the model to understand each respective
field. While there is a slight decrease in precision
and the F1 score when utilizing CoT and defini-
tion separately, their combined integration results
in approximately 2.5% increase in the F1 score

compared to the prompt without these components,
yielding the overall F1 score of 61.05%.

The results herein show the ability of LLMs to
adapt to complex, domain-specific tasks using rel-
atively simple prompt adjustments, even in a low-
resource setting. Particularly, providing both posi-
tive and negative examples has the most influence
on improving the performance in this information
extraction task.

As these prompting techniques are not language
specific, the prompting sequences proposed here
can also be applied to other languages. However,
the accuracy of the output depends on the profi-
ciency of the selected LLM in the target language
(Nguyen et al., 2023; Le Scao et al., 2023).

5 Conclusion

In this study, we conduct an evaluation of struc-
tured information extraction from unstructured
Thai corporate documents describing retail bank-
ing products. We show that while LLM-based ap-
proaches allow for the extraction of relevant con-
cepts without prior task-specific, the models face
limitations in accurately interpreting unstructured
text in low-resource language. This work demon-
strates the efficiency of LLMs-based generative
approaches enhanced by advanced prompting tech-
niques, achieving an F1 score up to 61.05%. Our
findings reveal that providing both positive and neg-
ative examples leads to the most improvement in
the F1 score.

6 Future Work

This work can be extended outside of financial
domain, leveraging Schema.org’s extensive enti-
ties and properties. Additionally, the generated
knowledge graph can be employed for question-
answering or other information retrieval applica-
tions (Yang et al., 2015; Yani and Krisnadhi, 2021).
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Integrating this graph into Large Language Models
(LLMs) can potentially enhance their capabilities
through graph neural networks and other reasoning
methods (Kang et al., 2022; Liu et al., 2020).

7 Limitations

In this study, we note several limitations. First,
GPT-3.5 was trained for general-purpose tasks and
can be replaced with more robust, task-specific
models. Specifically, Thai, as a low-resource lan-
guage, tends to exhibit lower performance when
compared to high-resource languages such as En-
glish. Second, the writing style can vary among
different authors and languages, potentially making
consistent annotation challenging. Also, identify-
ing the span of the target entities within the docu-
ment can sometimes be subjective. The span of the
target entities can be a word or a phrase depending
on the entity type. For example, “serviceLocation"
can include a long phrase of an address but “value"
in “floorLimit” can be only one number.
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A Supplementary Information

A.1 Financial Ontology

Current ontologies in the financial and banking sec-
tors are designed to provide a formal representation
of financial knowledge. This often encompasses
the categorization of financial entities and the def-
inition of properties for each entity. In the early
stages of ontology and knowledge engineering, the
primary objective was to create a machine-readable
Semantic Web to enhance information retrieval
and enable reasoning with structured knowledge
(Berners-Lee et al., 2001).

While various financial ontologies have been
developed to represent concepts from both the cus-
tomer perspective (such as transactions) and the
organization perspective (like banking products),
there is often a degree of conceptual overlap among
these ontologies, each capable of representing infor-
mation relevant to the financial and banking indus-
tries. The Financial Industry Business Ontology
(FIBO), developed by the Enterprise Data Man-
agement (EDM) Council, stands out as one of the
most comprehensive, encompassing loans, securi-
ties, and financial processes (Bennett, 2013). The
eXtensible Business Reporting Language (XBRL)
provides a global framework for exchanging busi-
ness information, primarily focused on processing
financial statements and regulatory filings (Taylor
and Dzuranin, 2010).

Similarly, the International Financial Reporting
Standards (IFRS) ontology is tailored to financial
reporting standards (Tănăsescu, 2016). In contrast,
the Bank Ontology offers a wider array of concepts
covering products offered by banking institutions
(Bank-Ontology-Project, 1999). Conversely, al-
though not strictly adhering to the W3C Web Ontol-
ogy Language (OWL) standards initially intended
for the Semantic Web, the Schema.org markup pro-
vides centralized, extensible schemas for represent-
ing structured data vocabularies across various in-
dustries, including financial and banking products
(Guha et al., 2016).

A.2 The comparison of GPT-3.5 and GPT-4

In the following comparative analysis, both GPT-
3.5 and GPT-4 were subjected to identical prompts,
with the results shown in Table A.1. Contrary to
GPT-3.5, prompting GPT-4 under a zero-shot set-
ting yields a better result, likely from broader gen-
eral reasoning capability (OpenAI, 2023a). When
positive and negative examples are provided, GPT-

4 exhibits improvements similar to GPT-3.5. Nev-
ertheless, GPT-3.5 demonstrates a slightly better F1
score, likely because the outputs from GPT-4 are
paraphrased into more readable text, while those
from GPT-3.5 maintain the exact text extracted
from the input text. Moreover, the GPT-4 output
may include additional information, in some cases,
the start and end dates, or the special condition of
the property. A similar comparison between GPT-
3.5 and GPT-4 also be observed when prompting
with CoT and definition. In summary, although
GPT-4 may be employed for this task and may gen-
eratively extract accurate information, additional
post-processing or restrictive prompting will need
to be used to prevent the model from generating
additional information. Other metrics that measure
semantic similarity or human evaluation can be
used to further investigate the comparative perfor-
mance of the two models.
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Model Precision (%) Recall (%) F1 score (%)
Zero-shot 22.82 43.59 29.96

Few-shot (pos + neg) 53.41 60.26 56.63
Few-shot + CoT + Definition 50.49 66.67 57.46

Table A.1: The results of LLMs-based generative approach using GPT-4.

Figure A.1: The prompt for extracting “availableChannel” integrating all construction strategies
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Abstract

This study explores a method for extend-
ing real-world knowledge graphs (specifically,
Wikidata) by extracting triplets from texts with
the aid of Large Language Models (LLMs). We
propose a two-step pipeline that includes the
initial extraction of entity candidates, followed
by their refinement and linkage to the canonical
entities and relations of the knowledge graph.
Finally, we utilize Wikidata relation constraints
to select only verified triplets. We compare
our approach to a model that was fine-tuned on
a machine-generated dataset and demonstrate
that it performs better on natural data. Our re-
sults suggest that LLM-based triplet extraction
from texts, with subsequent verification, is a
viable method for real-world applications.

1 Introduction

Today, a vast amount of knowledge exists in un-
structured textual formats such as books, articles,
news reports, blog posts, and social media. Knowl-
edge graphs (KG), which organize data in a struc-
tured form, are crucial for making world knowl-
edge accessible across various applications. One
of the largest open real-world knowledge graphs,
WikiData (Vrandečić, 2012), contains over 1.54
billion items and is maintained collaboratively by
volunteers. Keeping such a resource up-to-date
requires significant manual curation. Populating
knowledge graphs with information extracted from
texts presents a promising solution to this chal-
lenge, aiming to automate the process, keep these
databases relevant and updated, and help the com-
munity support them.

Knowledge graphs (KGs) are directed multi-
relational graphs that use entities as nodes and their
relationships as edges. To represent KGs, a set of
triplets referred to as (head entity, relation, tail en-
tity) or (h, r, t) is used. KGs provide a structured
representation of facts regarding both real-world
objects and abstract concepts.

Knowledge Extraction, or Triplet Extraction is
a crucial task towards automatically constructing
large-scale KGs. Such methods are used to iden-
tify entity pairs and their relationships in unstruc-
tured texts. Three independent steps are usually
involved in the KG construction: 1) entity discov-
ery, 2) coreference resolution, and 3) relation ex-
traction. Unfortunately, in this pipeline errors in
entity discovery propagate to the subsequent stages
limiting overall performance. To address this issue,
approaches have recently been developed to jointly
extract entities and relations from texts (Melnyk
et al., 2021). Such methods tackle both tasks si-
multaneously as a sequence-to-sequence learning
problem in an end-to-end manner using generative
language models (LMs). End-to-end generative
triple extraction eliminates the issue of error prop-
agation and improves efficiency without requiring
additional annotation. However, training a separate
LM for a specific KG has several limitations, in-
cluding 1) requiring labeled corpora of sufficient
size for LM training; 2) the need for a re-training
model as the KG may actively evolve or LM re-
training for a different KG, e.g. KG with distinct
ontology, entity, and relation set or a KG from other
domain. The last limitation is mediated by the fact
that during training LM was provided with only
the entities and relations that were present in the
previous version of KG or an entirely different KG
with a predefined ontology and triplet set.

Large Language Models (LLMs), such as Chat-
GPT and GPT4, with billions of parameters, are
empowering natural language processing with their
universal language understanding and generation
capabilities, thus creating possibilities for end-to-
end KG construction. Although the most advanced
methods for generative information extraction de-
pend on fine-tuning sequence-to-sequence mod-
els, recent studies (Li et al., 2023) propose that
triplet extraction may be possible with LLM by
in-context learning (ICL) (Brown et al., 2020) and
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extraction

Ontology filtering

1st step output
 

{subject: Tahiti Honey, 
relation: written by, 

object: Frederick Kohner}

Output verified triplets
{subject: Tahiti Honey,
relation: screenwriter, 

object: Frederick Kohner,
validity: True}

Input text
Text: "Tahiti Honey" is a 

film written by
Frederick Kohner.

2nd step output
{subject: Tahiti Honey,
relation: screenwriter, 

object: Frederick Kohner}

Figure 1: Proposed pipeline for KG extension. First, we perform a prompt-based triplet extraction from input text
with LLM. The output from this step is a list of triplets in JSON format with possibly inaccurate entity and relation
names. Then, we retrieve canonical names of entities and relations for extracted triplets and use them in an LLM
prompt to refine triplets. Finally, the refined output is verified with KG ontology to ensure consistency.

instruction following (Ouyang et al., 2022). Us-
ing these methods can be advantageous because it
eliminates the need for training or fine-tuning mod-
els. Thus, triplet extraction can be accomplished
by LLMs with the provision of carefully crafted
prompts (instructions and in-context examples) and
mechanisms for linking names of generated entities
and relations to the canonical names from KG.

In this study, we explore the ability of LLMs for
tasks of knowledge extraction and KG extension
for Wikidata. Despite previous works document-
ing the poor ability of LLMs to extract structured
information from texts (Josifoski et al., 2023), we
propose a novel two-step pipeline, which includes
1) LLM to extract entity candidates; 2) LLM to
refine triplets by linking exact names of entities
and relations based on similar entities and relations
from KG; 3) ontology-based triplets verification to
enhance the quality of LLM output. Furthermore,
we evaluate our pipeline and model that was fine-
tuned on the SynthIE dataset to assess their efficacy
on real-world data.

2 Methods

To extract triplets from texts, we propose a multi-
step pipeline (Figure 1). The first step (Section 2.2)
is a candidate triplets extraction. Triplet candidates
may include entities and relation names that do not
directly match the formats used in the WikiData
KG. Therefore, the second step (Section 2.3) re-
fines these candidates based on similar entities and
relations that are present in the KG. Finally, we ver-
ify the refined triplets and filter out those that are
not consistent with the KG ontology (Section 2.4).
This involves checking relation constraints and
ensuring compatibility of entity types. We use

the OpenAI gpt-3.5-turbo model to implement
the first two steps of the pipeline by providing in-
context examples and instructions.

2.1 Datasets

Gathering datasets for the triplet extraction task is
both time-consuming and costly as annotators must
be familiar with all the entities and relations from
a KG to reason about every potential fact stated in
the text. In the case of large real-world KGs such
as Wikidata, it represents a substantial challenge.
This leads to the lack of quality datasets for the
KG construction task, while only sparse or noisy
datasets are available. For instance, texts in the
largest accessible dataset, REBEL (Huguet Cabot
and Navigli, 2021), frequently lack extractable in-
formation about entities in the text, instead sub-
stituting pronouns for factual information about
entities. Moreover, target triplets in REBEL also
do not contain all the facts provided in the input
or are partially inaccurate (Josifoski et al., 2023).
Other popular datasets for this task have similar
problems (Josifoski et al., 2021).

Evaluation on distantly supervised datasets like
REBEL would therefore give an extremely er-
roneous assessment of the models’ performance.
Therefore, we used a higher quality SynthIE (Josi-
foski et al., 2023) dataset. Despite the fact that
the dataset was synthetically generated, authors
claimed LLMs’ inability to solve the information
extraction task. Therefore, the task was considered
asymmetrical since LLMs can produce text from
KG triplets but not KG from text.
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Figure 2: Ontology-based verification. Triplets generated in the proposed pipeline undergo ontology verification
aimed at ensuring consistency between the output and KG ontology. Triplet claimed to be valid in case its subject’s
and object’s hierarchy types intersect with the types from relation constraints. The ontology hierarchy is simplified
for demonstration purposes. P31 and P279 stand for "instance of" and "subclass of" relations correspondingly.

2.2 Extraction of triplet candidates

In the first step, we extract triplet candidates
from the provided text. We benchmarked Ope-
nAI gpt-3.5-turbo1 on triplet extraction with in-
context examples. In the prompt, we described
the essence of the task and used three exam-
ples from the train split from the Wiki-cIE Code
dataset (Josifoski et al., 2023) for demonstra-
tion. We provide details on prompts construction
in Appendix A. In this step, for example, one
of the triplets extracted by LLM from the text
"Tahiti Honey" is a film written by Frederick Kohn-
ner would be: ( "Tahiti Honey" , "written by" ,

"Frederick Kohner" ).
However, the subject, object, and relation in the

extracted triplet are not necessarily normalized, i.e.
they could be inconsistent with the name conven-
tions used in the original KG.

2.3 Refinement of triplet candidates

The primary limitation of LLMs applied to KG
construction is that, despite their ability to extract
the essential information from a text, they are still
unable to link extracted names with the canonical
ones of Wikidata entities or relations. To address
this limitation, we used a two-step LLM prompting
strategy. After extracting information from the text
on the first step, the FAISS (Johnson et al., 2019)
index was used to retrieve canonical names from
the Wikidata KG, ranked by cosine similarity to the

1gpt-3.5-turbo-0125: https://platform.openai.
com/docs/models/gpt-3-5

entities and relations from identified triplets. The
index was built using pre-trained Contriever em-
beddings (Izacard et al., 2021) that demonstrated
robustness and strong performance across various
retrieval scenarios. Based on the top-5 retrieved
exact names of entities and relations similar to the
ones extracted in the first step, we define the task
of choosing the names that fit the context of a text
and triplet itself. The full structure of the second
step prompt is described in Appendix A. For exam-
ple, for the above-mentioned triplet, there would
be retrieved 5 canonical names ranked by similar-
ity to the extracted one for both subject and object
entities and relation:

"written by" : ["lyrics by", "adapted by", "produced by",

"screenwriter", "author"],

"Tahiti Honey" : ["Tahiti Honey", "Honey",

"Honey Chile", "Celtic Honey", "Tahitipresse"],

"Frederick Kohner" : ["Frederick Kohner",

"Paul Kohner", "Adolf Kohner", "Susan Kohner",

"Henry Rohner"].
As a result, after choosing the corresponding

names that fit the context of the text, the re-
fined triplet is ( "Tahiti Honey" , "screenwriter" ,

"Frederick Kohner" ).

2.4 Ontology-based verification

To increase the reliability of the pipeline outputs to
possible LLM hallucinations, we proposed an auto-
matic verification of generated triplets based on the
KG ontology. An ontology is a semantical model
for knowledge representation in a specific domain,
which specifies types of entities represented in this
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domain as well as constraints regulating how the
entities can interact through relations. To ensure
the consistency between generated triplets and the
WikiData KG ontology model, we used informa-
tion about types of subjects and objects from gen-
erated triplets and relation constraints that specify
which types of entities can be connected through
the extracted relations.

After both stages of prompting, output triplets
underwent an automated check on semantics and
property constraints available in Wikidata KG. For
this purpose, we used subject (Q21503250) and
value (Q21510865) constraints of the extracted re-
lation. These constraints are attributed to a specific
relation and declare which type of head and tail
entity correspondingly should be used in a triplet
with this relation. Further, classes of both sub-
ject and value entities from generated triplet were
extracted from Wikidata Query Service (WDQS)
by querying "instance of" (P31) and "subclass of"
(P279) properties of subject and object up to the
root of their subclass hierarchy. The full SPARQL
queries used to retrieve WDQS are described in
Appendix B. A triplet is considered valid if the hi-
erarchical types of both the subject and object align
with the types specified in the relation constraints.
In this way, the validity of the logical structure of
extracted information was ensured. An example of
the ontology verification process is schematically
described in Figure 2.

3 Results and discussion

3.1 Proposed pipeline improves LLM KG
extension performance

We suggest that triplet extraction can be accom-
plished by LLMs with the provision of carefully
designed prompts and refining mechanisms for con-
verting imprecise names of generated outputs to
the canonical ones from KG. Table 1 shows perfor-
mance metrics of the full and ablated method.

It is worth noting that the most crucial part of the
pipeline is providing the LLM with representative
examples of triplets. Using two-step prompting
with example demonstration and triplet verification
results in a five times better F1 score compared to
the same pipeline without example demonstration.

Enhancing the pipeline with the triplet refine-
ment step significantly improves the recall score
compared to the single-prompt approach. In turn,
the verification step is essential to retain the pre-
cision score after triplet refinement comparable to

one obtained solely after the first step. In a single-
prompt setup, verification does not provide signifi-
cant improvement. The explanation for this is that
after the first step, all triplets whose names KG
lacks are automatically filtered out, thus leaving
only those that have been referred to most accu-
rately in the text, so LLM can identify them pre-
cisely. In the second step, however, LLM may lack
knowledge of the specific KG ontology while com-
posing new triplets with exact names of entities
and relations that were originally inaccurately spec-
ified in the text. Providing ontologies in the second
prompt would make it unreasonably large, so we
used filtering in the post-processing step to retain
a higher precision score, while not reducing the
recall value.

3.2 Synthetic data is not a cure-all
Table 2 demonstrates the score of the entire pro-
posed pipeline compared to SynthIE T5-large, the
best-reported model trained on SynthIE dataset
(Josifoski et al., 2023). Although the improved
two-step pipeline with verification and in-context
examples demonstrates the potential to improve
the quality of KG construction with LLM, its per-
formance on synthetic data compared to the pre-
trained model appears rather modest.

In turn, by manually reviewing the synthetic
dataset, we observed frequent inconsistencies be-
tween the texts and the target triplets, examples
of which are provided in Appendix C. To demon-
strate the shortcomings of the synthetically gener-
ated dataset, we chose a strategy different from uti-
lized in (Josifoski et al., 2023) for REBEL. Instead
of assessing the whole dataset itself, we selected
100 random samples from the WikicIE-test-small.
Employing the reference entities used for the gen-
eration of each text, we manually added similar
texts in natural language about these entities from
Wikipedia paragraphs. In this way, we obtained a
set of texts in natural language referring to the KG
entities from the original dataset. Both LM trained
on the synthetic data and our LLM-based pipeline
generated triplets based on these texts. Then, LM’s
and LLM’s outputs were subjected to human evalu-
ation, described in detail in Appendix D. Results of
human evaluation are presented in Table 2. LLM-
based pipeline outperforms SynthIE T5-large by
a wide margin in terms of human-evaluated pre-
cision. The pre-trained model tends to generate
triplets that do not directly fit the context of the
text, using learned triplets instead of extracting rel-
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Table 1: The LLM-based two-stage strategy for triplet refinement and ontology verification increases performance
in KG construction tasks. We report mean and std of three runs with different in-context examples.

Method Metrics (SynthIE-text-small) Conclusion

F1 Precision Recall

Full pipeline 0.55↑±0.01 0.59↑±0.03 0.52 ±0.005

Full pipeline | no verification 0.53 ±0.01 0.55±0.03 0.52±0.005 Verification helps

Full pipeline | no refinement 0.51±0.01 0.60↑±0.03 0.44 ±0.006 Refinement helps
Full pipeline | no refinement | no verification 0.50 ±0.01 0.58±0.03 0.44 ±0.006 Verification helps

Full pipeline | no in-context examples 0.16 0.65 0.09 In-context examples help

Table 2: Our proposed two-step approach outperforms the SynthIE model on a natural language set with human
evaluation. While it does not outperform the SynthIE model tuned directly on the SynthIE-text-small dataset and
learned its specifics, low IoU metric indicate that the two methods produce very different predictions. (∗) results
were obtained by the model fine-tuned on the dataset.

Model SynthIE-text-small Natural Language corpora

F1 Precision Recall Precision # Correct IoU

Prompt me one more time (Ours) 0.55 ±0.01 0.59 ±0.03 0.52 ±0.005 0.74 187 0.08
SynthIE T5-large (Josifoski et al., 2023) 0.88∗ 0.87∗ 0.88∗ 0.55 201

evant ones from the context. The reason for this
is the quality of the dataset used for training and
for in-context learning in our pipelines, due to the
inconsistencies between triplets in the annotation
and input text.

It is also worth noting that the correct triplets
predicted by the two models exhibit notable differ-
ences from each other. The intersection over union
(IoU) metric shows that only 8 percent of correct
triplets are predicted by both models. This suggests
that each model has a different area of specializa-
tion, excelling in different aspects of information
extraction. Consequently, their predictions may be
combined, yielding further improvements in the
pipeline performance.

4 Conclusions and Future work

Our study identified that LLMs coupled with a
two-stage strategy for triplet refinement and on-
tology verification are competitive in extracting
triplets from texts. Furthermore, the proposed
LLM-based pipeline shows better performance on
non-synthetic data, compared to the model fine-
tuned on the SynthIE dataset, making our approach
a promising way to address the extraction of triplets
from real-world data.

Exploration of possible improvement mecha-
nisms for the triplet refinement step could be a
focus of further studies to obtain quality compara-
ble with methods fine-tuned for this task. Current
entity and relation linking uses cosine similarity on
pre-trained embeddings applied to canonical names

from Wikidata. However, enhancing retrieval aug-
mented part is crucial to increase the recall of the
whole system. Hence further research may focus
on fine-tuning embeddings for this task and the
use of additional information from Wikidata, e.g.
entities from node neighborhood (Kochsiek et al.,
2023; Chepurova et al., 2023), entity or relation
textual description.

We identified drawbacks in the synthetic dataset,
which was established as one with superior quality
in prior work (Josifoski et al., 2023). Considering
the demonstrated potential of LLM applied to a
triplet extraction task, the creation of smaller, yet
higher quality benchmarks for LLM based on texts
expressed in natural language could resolve chal-
lenges of dataset collection in terms of time and
cost and eliminate a bias introduced by synthetic
generation.

Limitations

Fine-tuning Overhead. Despite the significant
performance improvement achieved by our two-
stage pipeline with in-context examples, the models
directly fine-tuned for specific graphs and datasets
may still outperform our approach. This means that
in cases where the text and information domain are
sufficiently narrow and computational resources
are available, specialized models may be preferred.

Domain Specifics. Furthermore, the effective-
ness of the proposed pipeline may vary depending
on the domain of source text and knowledge graph.
Particularly challenging is dealing with texts that
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are significantly different from the pre-training do-
main. The domain adaptation may require manual
intervention such as augmentation of in-context
examples with domain-specific terms.

Prompt Sensitivity. Our experiments have re-
vealed the considerable influence that prompt qual-
ity exerts on the overall performance of the pipeline.
This underscores the significance of prompt selec-
tion, as it directly affects the pipeline performance,
particularly when extending its applicability to new
domains.
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A Prompts

We employed a two-step prompting strategy to 1) extract structural information in the form of triplets
from a text, and 2) link imprecise names of entities and relations resulting in the first step to the canonical
Wikidata names and ids. The output from the first step was parsed as a JSON object to obtain a list of
extracted triplets. Then, relations and entities in those triplets were linked to the corresponding top-5
similar exact names from Wikidata using the FAISS index as it was described in 2.3. This resulted in the
mapping of extracted triplets and the top-5 exact names were used to construct the second prompt.
For a few-shot prompting with in-context examples, we utilized several crafted examples from a training
split of the Wiki-cIE Code dataset. We used different combinations of such examples in three launches,
and 3 different sets of examples were taken for each launch of our pipeline.

A.1 System prompts

Triplet retrieval prompt

You are an algorithm designed for extracting facts from text in a structured format to build a knowledge graph.
Knowledge graphs consists of a set of triplets. Each triplet contains two entities (subject and object) and one relation
that connects these subject and object.
Entities represent nodes in the knowledge graph, while relation represents a link between these two nodes.
Subjects and objects could be named entities or concepts describing a group of people, events,or abstract objects
from the Wikidata knowledge graph.

You will be provided with the text entitled "Text:". You are expected to output only the list of identified triplets
in a JSON format. Each triplet should have fields "subject", "relation", and "object" for subject, relation, and object
correspondingly.

Here are a few examples of input texts and expected output for each of them:

<example>
...
</example>

Triplet refinement prompt

In the previous step, there were extracted triplets from the Wikidata knowledge graph.
Each triplet contains two entities (subject and object) and one relation that connects these subject and object.
However, some of the entities and relations extracted in the previous step may have not an exact name from Wikidata.
We linked each subject, relation, and object name with top similar exact names from the Wikidata by semantic similarity.

Your task is to choose appropriate names for entities and relations that correspond to the text's context and
triplet they were taken from.

The input format is following:
Text: <Text from the previous step for triplets extraction>

Triplets and corresponding entity and relation mappings:

<triplet_1>
{<extracted_subject_1>: <list of 5 exact names similar to subject_1>}
{<extracted_relation_1>: <list of 5 exact names similar to relation_1>}
{<extracted_object_1>: <list of 5 exact names similar to object_1>}

...

<triplet_n>
{<extracted_subject_n>: <list of 5 exact names similar to subject_n>}
{<extracted_relation_n>: <list of 5 exact names similar to relation_n>}
{<extracted_object_n>: <list of 5 exact names similar to object_n>}

For each triplet obtained in the previous step, you will be provided with the corresponding 5 exact names of similar
subjects, relations, and objects from the Wikidata knowledge graph.
For each subject, relation, and object from the extracted triplets, you should choose the most appropriate name only from
the corresponding list of 5 exact ones that better match each triplet and the context of the previously demonstrated text.
For each relation and entity in the triplets use chosen names only from the provided list of exact similar names.
You can keep the original name unchanged only in case it is already in the list and fits the context of the text
and extracted triplet better than other options.
In the output provide only the list of updated triplets in JSON format. Each triplet should have fields "subject",
"relation", and "object" for updated subject, relation, and object correspondingly.

Here are some examples of previously extracted triplets with imprecise names, a listsd of linked
exact names, and corresponding corrected outputs:

<example>
...
</example>

67



A.2 In-context examples for the first step prompting

Examples for the first step prompting

<example>
Input:

Text: Józef Skrobiński was a Polish film director and member of the Association of Polish Artists and Designers,
located in Warsaw, Poland.

Output:
[

{
"subject": "Józef Skrobiński",
"relation": "languages spoken, written or signed",
"object": "Polish language"

},
{

"subject": "Józef Skrobiński",
"relation": "occupation",
"object": "Film director"

},
{

"subject": "Józef Skrobiński",
"relation": "member of",
"object": "Association of Polish Artists and Designers"

},
{

"subject": "Józef Skrobiński",
"relation": "country of citizenship",
"object": "Poland"

},
{

"subject": "Józef Skrobiński",
"relation": "instance of",
"object": "Human"

},
{

"subject": "Association of Polish Artists and Designers",
"relation": "located in the administrative territorial entity",
"object": "Warsaw"

},
{

"subject": "Association of Polish Artists and Designers",
"relation": "country",
"object": "Poland"

}
]

</example>

<example>
Input:

Text: Jorge Merino is a Spanish footballer who plays as a midfielder for Marino de Luanco.

Output:
[

{
"subject": "Jorge Merino",
"relation": "languages spoken, written or signed",
"object": "Spanish language"

},
{

"subject": "Jorge Merino",
"relation": "sport",
"object": "Association football"

},
{

"subject": "Jorge Merino",
"relation": "occupation",
"object": "Football player"

},
{

"subject": "Jorge Merino",
"relation": "position played on team / speciality",
"object": "Midfielder"

},
{

"subject": "Jorge Merino",
"relation": "member of sports team",
"object": "Marino de Luanco"

},
{

"subject": "Jorge Merino",
"relation": "country of citizenship",
"object": "Spain"

},
{

"subject": "Midfielder",
"relation": "subclass of",
"object": "Football player"

},
{

"subject": "Midfielder",
"relation": "instance of",
"object": "Association football positions"

}
]

</example>
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Examples for the first step prompting

<example>
Input:

Text: Mario Griguol is an Argentine football player born in Córdoba, Argentina. He speaks Spanish and plays for
Club Atlético Atlanta.

Output:
[

{
"subject": "Mario Griguol",
"relation": "sport",
"object": "Association football"

},
{

"subject": "Mario Griguol",
"relation": "occupation",
"object": "Football player"

},
{

"subject": "Mario Griguol",
"relation": "place of birth",
"object": "Córdoba, Argentina"

},
{

"subject": "Mario Griguol",
"relation": "country of citizenship",
"object": "Argentina"

},
{

"subject": "Mario Griguol",
"relation": "languages spoken, written or signed",
"object": "Spanish language"

},
{

"subject": "Mario Griguol",
"relation": "member of sports team",
"object": "Club Atlético Atlanta"

},
{

"subject": "Mario Griguol",
"relation": "instance of",
"object": "Human"

},
]

</example>

<example>
Input:

Text: "Tahiti Honey" is an English-language film written by Frederick Kohner.

Output:
[

{
"subject": "Tahiti Honey",
"relation": "original language of film or TV show",
"object": "English language"

},
{

"subject": "Tahiti Honey",
"relation": "instance of",
"object": "Film"

},
{

"subject": "Tahiti Honey",
"relation": "screenwriter",
"object": "Frederick Kohner"

}
]

</example>

<example>
Input:

Text: Lexington Avenue is a thoroughfare in New York City, parallel to Park Avenue and Third Avenue.

Output:
[

{
"subject": "Lexington Avenue",
"relation": "instance of",
"object": "Thoroughfare"

},
{

"subject": "Lexington Avenue",
"relation": "parallel street",
"object": "Park Avenue"

},
{

"subject": "Lexington Avenue",
"relation": "parallel street",
"object": "Third Avenue"

},
]

</example>
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Examples for the first step prompting

<example>
Input:

Text: ArXiv is funded by Los Alamos National Laboratory and Nagoya University.

Output:
[

{
"subject": "ArXiv",
"relation": "funder",
"object": "Los Alamos National Laboratory"

},
{

"subject": "ArXiv",
"relation": "funder",
"object": "Nagoya University"

},
]

</example>
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A.3 In-context examples for the second step prompting

Examples for the second step prompting

<example>
Input:

Text: Mario Griguol is an Argentine football player born in Córdoba, Argentina. He speaks Spanish and plays for
Club Atlético Atlanta.

Triplets and corresponding entity and relation mappings:

{"subject": "Mario Griguol", "relation": "sport", "object": "football"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"sport": ["sport", "sport number", "country for sport", "sports league level",
"sports season of league or competition"]}
{"football": ["Association football", "Football association", "The Football Association", "Football",
"Association football positions"]}

{"subject": "Mario Griguol", "relation": "occupation", "object": "footballer"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"occupation": ["occupation", "field of this occupation", "enclave within", "territory claimed by", "residence"]}
{"footballer": ["Football player", "Football", "Football on 5", "Football at the Summer Olympics",
"American football"]}

{"subject": "Mario Griguol", "relation": "born in", "object": "Córdoba, Argentina"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"born in": ["place of birth", "family", "birth name", "family name", "presenter"]}
{"Córdoba, Argentina": ["C\u00f3rdoba, Argentina", "C\u00f3rdoba F.C.", "C\u00f3rdoba, Spain",
"C\u00f3rdoba Province, Argentina", "C\u00f3rdoba Department"]}

{"subject": "Mario Griguol", "relation": "citizenship", "object": "Argentina"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"citizenship": ["country of citizenship", "allegiance", "diaspora", "country of origin", "flag"]}
{"Argentina": ["Argentina", "Norma Argentina", "Argentine Northwest", "Argentina Classic", "Argentine Islands"]}

{"subject": "Mario Griguol", "relation": "spoken language", "object": "Spanish language"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"spoken language": ["official language", "native language", "language used", "languages spoken, written or signed",
"dialect of"]}
{"Spanish language": ["Spanish language", "Standard Spanish", "Spanish language in the United States",
"Mexican Spanish", "UN Spanish Language Day"]}

{"subject": "Mario Griguol", "relation": "member of team", "object": "Club Atlético Atlanta"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"member of team": ["member of sports team", "member of the crew of", "member of military unit", "member of",
"part of"]}
{"Club Atlético Atlanta": ["Club Atl\u00e9tico Atlanta", "Club Atl\u00e9tico Palermo",
"Club Atl\u00e9tico Nueva Chicago", "Atl\u00e9tico Boca del R\u00edo", "Club Atl\u00e9tico Del Plata"]}

{"subject": "Mario Griguol", "relation": "is", "object": "Human"}
{"Mario Griguol": ["Mario Griguol", "Carlos Timoteo Griguol", "Roberto Grigis", "M\u00e1rio Grman", "Mario Gromo"]}
{"is": ["represents", "instance of", "replaces", "contains", "is a list of"]}
{"Human": ["Human", "Humanos", "Human Is", "Human Entertainment", "Humanin"]}

Output:
[

{
"subject": "Mario Griguol",
"relation": "sport",
"object": "Association football"

},
{

"subject": "Mario Griguol",
"relation": "occupation",
"object": "Football player"

},
{

"subject": "Mario Griguol",
"relation": "place of birth",
"object": "Córdoba, Argentina"

},
{

"subject": "Mario Griguol",
"relation": "country of citizenship",
"object": "Argentina"

},
{

"subject": "Mario Griguol",
"relation": "languages spoken, written or signed",
"object": "Spanish language"

},
{

"subject": "Mario Griguol",
"relation": "member of sports team",
"object": "Club Atlético Atlanta"

},
{

"subject": "Mario Griguol",
"relation": "instance of",
"object": "Human"

},
]

</example>
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Examples for the second step prompting

<example>
Input:

Text: Józef Skrobiński was a Polish film director and member of the Association of Polish Artists and Designers, located in Warsaw, Poland.

Triplets and corresponding entity and relation mappings:

{"subject": "Józef Skrobiński", "relation": "spoken language", "object": "Polish"}
{"Józef Skrobiński": ["Józef Skrobiński", "Józef Żabiński", "Antoni Czubiński", "Jan Żabiński", "Bezek Dębiński"]}
{"spoken language": ["official language", "native language", "language used", "languages spoken", "written or signed", "dialect of"]}
{"Polish": ["Polish language", "Dialects of Polish", "Polish alphabet", "Warsaw dialect", "Polish manual alphabet"]}

{"subject": "Józef Skrobiński", "relation": "occupation", "object": "film director"}
{"Józef Skrobiński": ["Józef Skrobiński", "Józef Żabiński", "Antoni Czubiński", "Jan Żabiński", "Bezek Dębiński"]}
{occupation: ["occupation", "field of this occupation", "enclave within", "territory claimed by", "residence"]}
{"film director": ["Film director", "Film producer", "Bi Gan (film director)", "Madan (film director)", "Television director"]}

{"subject": "Józef Skrobiński", "relation": "member", "object": "Association of Polish Artists and Designers"}
{"Józef Skrobiński": ["Józef Skrobiński", "Józef Żabiński", "Antoni Czubiński", "Jan Żabiński", "Bezek Dębiński"]}
{"member": ["member of", "member of sports team", "member of military unit", "member count", "member of the crew of"]}
{"Association of Polish Artists and Designers": ["Association of Polish Artists and Designers", "Association of Polish Architects",
"Polish Association of Artists – 'The Capitol'", "Polish pavilion", "Polish Social and Cultural Association"]}

{"subject": "Józef Skrobiński", "relation": "citizenship", "object": "Poland"}
{"Józef Skrobiński": ["Józef Skrobiński", "Józef Żabiński", "Antoni Czubiński", "Jan Żabiński", "Bezek Dębiński"]}
{"citizenship": ["country of citizenship", "country of origin", "country of registry", "place of birth", "place of origin"]}
{"Poland": ["Poland", "Ł", "Polesia", "Poland Together", "Poland Railroad Station"]}

{"subject": "Józef Skrobiński", "relation": "is", "object": "human"}
{"Józef Skrobiński": ["Józef Skrobiński", "Józef Żabiński", "Antoni Czubiński", "Jan Żabiński", "Bezek Dębiński"]}
{"is": ["represents", "instance of", "replaces", "contains", "is a list of"]}
{"human": ["Human", "Humanos", "Human Is", "Human Entertainment", "Humanin"]}

{"subject": "Association of Polish Artists and Designers", "relation": "location", "object": "Warsaw"}
{"Association of Polish Artists and Designers": ["Association of Polish Artists and Designers", "Association of Polish Architects",
"Polish Association of Artists – 'The Capitol'", "Polish pavilion", "Polish Social and Cultural Association"]}
{"location": ["location", "work location", "coordinate location", "located in the administrative territorial entity",
"terminus location"]}
{"Warsaw": ["Warsaw", "Warsaw Confederation", "Tiger Warsaw", "Warsaw Derby", "Warsaw Arsenal"]}

{"subject": "Association of Polish Artists and Designers", "relation": "country", "object": "Poland"}
{"Association of Polish Artists and Designers": ["Association of Polish Artists and Designers", "Association of Polish Architects",
"Polish Association of Artists – 'The Capitol'", "Polish pavilion", "Polish Social and Cultural Association"]}
{"country": ["country", "country for sport", "basin country", "country of citizenship", "head of state"]}
{"Poland": ["Poland", "Ł", "Polesia", "Poland Together", "Poland Railroad Station"]}

Output:
[

{
"subject": "Józef Skrobiński",
"relation": "languages spoken, written or signed",
"object": "Polish language"

},
{

"subject": "Józef Skrobiński",
"relation": "occupation",
"object": "Film director"

},
{

"subject": "Józef Skrobiński",
"relation": "member of",
"object": "Association of Polish Artists and Designers"

},
{

"subject": "Józef Skrobiński",
"relation": "country of citizenship",
"object": "Poland"

},
{

"subject": "Józef Skrobiński",
"relation": "instance of",
"object": "Human"

},
{

"subject": "Association of Polish Artists and Designers",
"relation": "located in the administrative territorial entity",
"object": "Warsaw"

},
{

"subject": "Association of Polish Artists and Designers",
"relation": "country",
"object": "Poland"

},
]

</example>
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Examples for the second step prompting

<example>
Input

Text: Jorge Merino is a Spanish footballer who plays as a midfielder for Marino de Luanco.

Triplets and corresponding entity and relation mappings:

{"subject": "Jorge Merino", "relation": "spoken language", "object": "Spanish"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"spoken language": ["official language", "native language", "language used", "languages spoken", "written or signed", "dialect of"]}
{"Spanish": ["Spanish language", "Standard Spanish", "Spanish language in the United States", "Mexican Spanish",
"UN Spanish Language Day"]}

{"subject": "Jorge Merino", "relation": "sport", "object": "football"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"sport": ["sport", "sport number", "country for sport", "sports league level", "sports season of league or competition"]}
{"football": ["Association football", "Football association", "The Football Association", "Football", "Association football positions"]}

{"subject": "Jorge Merino", "relation": "occupation", "object": "footballer"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"occupation": ["occupation", "field of this occupation", "enclave within", "territory claimed by", "residence"]}
{"footballer": ["Football player", "Football", "Football on 5", "Football at the Summer Olympics", "American football"]}

{"subject": "Jorge Merino", "relation": "position", "object": "midfielder"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"position": ["position held", "position played on team / speciality", "direction", "academic appointment", "military rank"]}
{"midfielder": ["Midfielder", "Liga Forward", "Tó (footballer)", "FC Copa", "Defender 2000"]}

{"subject": "Jorge Merino", "relation": "member of team", "object": "Marino de Luanco"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"member of team": ["member of sports team", "member of the crew of", "member of military unit", "member of", "part of"]}
{"Marino de Luanco": ["Marino de Luanco", "Luanco", "Luan Cândido", "Luan Gabriel", "Luan Sérgio"]}

{"subject": "Jorge Merino", "relation": "citizenship", "object": "Spain"}
{"Jorge Merino": ["Jorge Merino", "Luis Merino", "Juan Merino", "Roberto Merino", "Pedro Merino"]}
{"citizenship": ["country of citizenship", "member of military unit", "official residence", "place of birth", "member of the crew of"]}
{"Spain": ["Spain", "Spain Rodriguez", "Spanish City", "Madrid", "María", "Spain"]}

{"subject": "midfielder", "relation": "subclass", "object": "footballer"}
{"midfielder": ["Midfielder", "Liga Forward", "Tó (footballer)", "FC Copa", "Defender 2000"]}
{"subclass": ["subclass of", "is metaclass for", "has parts of the class", "social classification", "competition class"]}
{"footballer": ["Football player", "Football", "Football on 5", "Football at the Summer Olympics", "American football"]}

{"subject": "midfielder", "relation": "instance of", "object": "football position"}
{"midfielder": ["Midfielder", "Liga Forward", "Tó (footballer)", "FC Copa", "Defender 2000"]}
{"instance of": ["instance of", "part of", "follower of", "part of the series", "member of"]}
{"football position": ["Association football positions", "American football positions", "Australian rules football positions",
"Basketball positions", "Baseball positions"]}

Output:
[

{
"subject": "Jorge Merino",
"relation": "languages spoken, written or signed",
"object": "Spanish language"

},
{

"subject": "Jorge Merino",
"relation": "sport",
"object": "Association football"

},
{

"subject": "Jorge Merino",
"relation": "occupation",
"object": "Football player"

},
{

"subject": "Jorge Merino",
"relation": "position played on team / speciality",
"object": "Midfielder"

},
{

"subject": "Jorge Merino",
"relation": "member of sports team",
"object": "Marino de Luanco"

},
{

"subject": "Jorge Merino",
"relation": "country of citizenship",
"object": "Spain"

},
{

"subject": "Midfielder",
"relation": "subclass of",
"object": "Football player"

},
{

"subject": "Midfielder",
"relation": "instance of",
"object": "Association football positions"

},
]

</example>
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Examples for the second step prompting

<example>
Input:

Text: "Tahiti Honey" is an English-language film written by Frederick Kohner.

Triplets and corresponding entity and relation mappings:

{"subject": "Tahiti Honey", "relation": "language of film", "object": "English language"}
{"Tahiti Honey": ["Tahiti Honey", "Honey", "Honey Chile", "Celtic Honey", "Tahitipresse"]}
{"language of film": ["original language of film or TV show", "language regulatory body", "language used",
"native language", "dialect of"]}
{"English language": ["English language", "English Hours", "English International School", "British English",
"Business English"]}

{"subject": "Tahiti Honey", "relation": "is", "object": "film"}
{"Tahiti Honey": ["Tahiti Honey", "Honey", "Honey Chile", "Celtic Honey", "Tahitipresse"]}
{"is": ["represents", "instance of", "replaces", "contains", "is a list of"]}
{"film": ["Film", "The Film", "Dance film", "Film award", "Romance Film"]}

{"subject": "Tahiti Honey", "relation": "written by", "object": "Frederick Kohner"}
{"Tahiti Honey": ["Tahiti Honey", "Honey", "Honey Chile", "Celtic Honey", "Tahitipresse"]}
{"written by": ["lyrics by", "has lyrics", "produced by", "adapted by", "screenwriter"]}
{"Frederick Kohner": ["Frederick Kohner", "Paul Kohner", "Adolf Kohner", "Susan Kohner", "Henry Rohner"]}

Output:
[

{
"subject": "Tahiti Honey",
"relation": "original language of film or TV show",
"object": "English language"

},
{

"subject": "Tahiti Honey",
"relation": "instance of",
"object": "Film"

},
{

"subject": "Tahiti Honey",
"relation": "screenwriter",
"object": "Frederick Kohner"

}
]

</example>

<example>
Input:

Text: ArXiv is funded by Los Alamos National Laboratory and Nagoya University.

Triplets and corresponding entity and relation mappings:
{"subject": "ArXiv", "relation": "funded by", "object": "Los Alamos National Laboratory"}
{"ArXiv": ["ArXiv", "EngrXiv", "Physics arXiv Blog", "SocArXiv", "PsyArXiv"]}
{"funded by": ["supervised by", "grants", "donated by", "endorsed by", "funder"]}
{"Los Alamos National Laboratory": ["Los Alamos National Laboratory", "Los \u00c1lamos",
"Los Alamos Technical Associates", "Los Alamos, California", "Los Alamos Neutron Science Center"]}

{"subject": "ArXiv", "relation": "funded by", "object": "Nagoya University"}
{"ArXiv": ["ArXiv", "EngrXiv", "Physics arXiv Blog", "SocArXiv", "PsyArXiv"]}
{"funded by": ["supervised by", "grants", "donated by", "endorsed by", "funder"]}
{"Nagoya University": ["Nagoya University", "Nagoya City University", "Nagoya Gakuin University",
"Nagoya Institute of Technology", "Nagoya International School"]}

Output:
[

{
"subject": "ArXiv",
"relation": "funder",
"object": "Los Alamos National Laboratory"

},
{

"subject": "ArXiv",
"relation": "funder",
"object": "Nagoya University"

},
]

</example>
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Examples for the second step prompting

<example>
Input:

Text: Lexington Avenue is a thoroughfare in New York City, parallel to Park Avenue and Third Avenue.

Triplets and corresponding entity and relation mappings:

{"subject": "Lexington Avenue", "relation": "is", "object": "thoroughfare"}
{"Lexington Avenue": ["Lexington Avenue", "450 Lexington Avenue", "599 Lexington Avenue", "731 Lexington Avenue", "Lexington Park"]}
{"is": ["represents", "instance of", "replaces", "contains", "is a list of"]}
{"thoroughfare": ["Thoroughfare", "No Thoroughfare", "Thoroughfare Gap", "Parisian Thoroughfare", "Central Arc Thoroughfare"]}

{"subject": "Lexington Avenue", "relation": "parallel to", "object": "Park Avenue"}
{"Lexington Avenue": ["Lexington Avenue", "450 Lexington Avenue", "599 Lexington Avenue", "731 Lexington Avenue", "Lexington Park"]}
{"parallel to": ["parallel street", "direction", "crosses", "adjacent station", "relative"]}
{"Park Avenue": ["Park Avenue", "79 Park Avenue", "7 Park Avenue", "Park Avenue Plaza", "245 Park Avenue"]}

{"subject": "Lexington Avenue", "relation": "parallel to", "object": "Third Avenue"}
{"Lexington Avenue": ["Lexington Avenue", "450 Lexington Avenue", "599 Lexington Avenue", "731 Lexington Avenue", "Lexington Park"]}
{"parallel to": ["parallel street", "direction", "crosses", "adjacent station", "relative"]}
{"Third Avenue": ["Third Avenue", "Third Avenue Railway", "T Third Street", "Third Street Promenade", "1111 Third Avenue"]}

Output:
[

{
"subject": "Lexington Avenue",
"relation": "instance of",
"object": "Thoroughfare"

},
{

"subject": "Lexington Avenue",
"relation": "parallel street",
"object": "Park Avenue"

},
{

"subject": "Lexington Avenue",
"relation": "parallel street",
"object": "Third Avenue"

},
]

</example>

B Ontology queries

As the number of relations in the Wikidata is relatively small compared to the number of entities (in order
of a thousand) we scraped relation constraints (constraint classes from Q21503250 and Q21510865) in
advance. Therefore, we decreased the number of calls to WDQS and increased the throughput of the
pipeline.

In turn, to retrieve the subclass hierarchy of a specific entity, the following SPARQL query was used:

SELECT DISTINCT ?subclass ?subclassLabel WHERE {
{

wd:{ entity_id} p:P31/ps:P31/wdt:P279* ?subclass.
}

UNION
{

wd:{ entity_id} p:P279/ps:P279/wdt:P279* ?subclass.
}
SERVICE wikibase:label
{bd:serviceParam wikibase:language "[AUTO_LANGUAGE],en".}

Listing 1: SPARQL query for retrieving entity subclass hierarchy

The query identifies ’subclass’ and ’instance of’ values for a specific entity and goes up to the root of
its hierarchy collecting all names representing the classes of entity of interest.

C Examples inconsistencies in synthetic dataset

SynthIE dataset contains frequent cases of discrepancy between generated text (aimed as input text for KG
construction methods) and triplets (aimed as target outputs expected in KG construction. Such samples
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introduce bias through LLM training and LLM in-context demonstration, resulting in skewed quality
estimation for both methods.

Examples of mismatches between text and annotation in SynthIE

{
"text": "Medan Marelan is in the same time zone as Krasnoyarsk.",
"triplets": [

(‘Medan Marelan’, "located in time zone", "UTC+07:00’),
(‘UTC+07:00", "said to be the same as",
"Krasnoyarsk Time’)

]
}

{
"text": "Dr. Babasaheb Ambedkar College of Arts, Commerce and Science is an academic
institution in India.",

"triplets": [
("Dr. Babasaheb Ambedkar College of Arts, Commerce and Science", "instance of",
"Academic institution"),
("Dr. Babasaheb Ambedkar College of Arts Commerce and Science", "country",
"India"),
("Academic institution", "subclass of", "Educational institution"),
("Academic institution", "subclass of", "Research institute"),
("India", "language used", "Brokskat"),
("India", "public holiday", "Independency Day (India)")

]
}

D Natural language dataset

We aimed to evaluate the performance across multiple domains, including those different from SynthIE-
text-small. For this purpose, we manually sampled 100 paragraphs from Wikipedia that were relevant
to WikicIE-test-small. We applied both our approach and SynthIE to the obtained text and compared
the conformance of the resulting triplets with the input text. This sampling strategy ensures a fair
comparison of models on a distribution that diverges from their pre-training data but remains within the
same knowledge graph area.
For all model outputs, we selected the triplets that were consistent with the input text. These were either
explicitly mentioned, implied, or readily derivable from the text without additional knowledge. This
methodology aimed to evaluate the quality of triplet extraction in contexts closely resembling real-world
applications, where the model meets unknown text mentioning known entities.
Each triplet was independently labeled by the three authors of this paper. A predicted triplet was deemed
correct (i.e., consistent with the input text) if at least two of the three authors reached a consensus on its
correctness. Precision was computed as the total number of valid triplets divided by the total number of
predicted triplets across all samples.
The evaluation results show that both models perform well, but the proposed approach demonstrates much
higher precision, though the number of generated triplets is close. It is worth noting that the predicted
triplets of the two models differ from each other significantly, with the IoU metric less than 9%, meaning
that less than 9 percent of correct triplets were predicted by both models.
Below we provide example pairs of original and natural language texts, each of both are about the same
entity. Outputs of SynthIE T5-large and our method are highlighted with green color in case they are
consistent with the input text and with red color otherwise:
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Examples from the composed natural language dataset

Original text from the SynthIE dataset:
Elvira Barbey was the partner of Louis Barbey in business and sport. She competed in pair skating and participated
in figure skating at the 1928 Winter Olympics – Pairs.

Natural language text from Wikipedia paragraph:
Elvira Barbey was a Swiss figure skater. She competed at the 1928 Winter Olympics and finished 19th in singles
and 11th in pairs, together with her husband Louis Barbey.

SynthIE T5-large generated triplets:
(Elvira Barbey, sport, Figure skating)
(Elvira Barbey, country for sport, Switzerland)
(Elvira Barbey, participant in, 1928 Winter Olympics)
(Elvira Barbey, spouse, Louis Barbey)

GPT generated triplets:
(Elvira Barbey, country of citizenship, Switzerland)
(Elvira Barbey, participant in, 1928 Winter Olympics)
(1928 Winter Olympics, instance of, Olympic Games)
(Elvira Barbey, partner in business or sport, Louis Barbey)
(Louis Barbey, partner in business or sport, Elvira Barbey)

Original text from the SynthIE dataset:
Ilya Shatrov was a military personnel who served during the Russo-Japanese War. He was also a trumpet player.

Natural language text from Wikipedia paragraph:
Ilya Alekseevich Shatrov was a Russian military musician, conductor and composer, known for composing the waltz
On the Hills of Manchuria in 1906, recounting his experiences at the Battle of Mukden during the Russo-Japanese War,
which he dedicated to one of his comrades fallen at the battle.

SynthIE T5-large generated triplets:
(On the Hills of Manchuria, form of creative work, Waltz (music))
(On the Hills of Manchuria, language of work or name, Russian language)
(On the Hills of Manchuria, copyright status, Public domain)
(On the Hills of Manchuria, composer, Ilya Averbakh)
(Ilya Averbakh, conflict, Battle of Mukden)
(Ilya Averbakh, genre, Opera)
(Ilya Averbakh, conflict, Russo-Japanese War)
(Ilya Averbakh, notable work, On the Hills of Manchuria)

GPT generated triplets:
(On the Hills of Manchuria, publication date, 1906)
(Battle of Mukden, described by source, On the Hills of Manchuria)
(Battle of Mukden, part of, Russo-Japanese War)

Original text from the SynthIE dataset:
Srđan Radosavljev is a member of the Serbian League Vojvodina team FK Palić, where he plays as a midfielder.

Natural language text from Wikipedia paragraph:
Srđan Radosavljev is a Serbian professional footballer who plays mainly as midfielder for FK Bačka 1901.
Born in Vršac, SR Serbia, he represented several clubs during his career, spending most of the time with
Mladost Apatin and Banat Zrenjanin.

SynthIE T5-large generated triplets:
(UTC+01:00, said to be the same as, Central European Time)
(Ankara, located in time zone, Central European Time)
(Ankara, located in time zone, UTC+02:00)
(Ankara, located in time zone, UTC+01:00)

GPT generated triplets:
(Srđan Radosavljev, position played on team / speciality, Midfielder)
(Srđan Radosavljev, member of sports team, FK Bačka 1901)
(Srđan Radosavljev, sport, Association football)
(Srđan Radosavljev, place of birth Vršac)
(Srđan Radosavljev, country of citizenship, Serbia)
(Srđan Radosavljev, languages spoken, written or signed, Serbian language)
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Abstract

A common approach to automatically assign-
ing diagnostic and procedural clinical codes
to health records is to solve the task as a
multi-label classification problem. Difficulties
associated with this task stem from domain
knowledge requirements, long document texts,
large and imbalanced label space, reflecting
the breadth and dependencies between medi-
cal diagnoses and procedures. Decisions in the
healthcare domain also need to demonstrate
sound reasoning, both when they are correct
and when they are erroneous. Existing works
address some of these challenges by incorpo-
rating external knowledge, which can be en-
coded into a graph-structured format. Incor-
porating graph structures on the output label
space or between the input document and out-
put label spaces have shown promising results
in medical codes classification. Limited focus
has been put on utilizing graph-based repre-
sentation on the input document space. To par-
tially bridge this gap, we represent clinical texts
as graph-structured data through the UMLS
Metathesaurus; we explore implicit graph repre-
sentation through pre-trained knowledge graph
embeddings and explicit domain-knowledge
guided encoding of document concepts and re-
lational information through graph neural net-
works. Our findings highlight the benefits of
pre-trained knowledge graph embeddings in
understanding model’s attention-based reason-
ing. In contrast, transparent domain knowledge
guidance in graph encoder approaches is over-
shadowed by performance loss. Our qualitative
analysis identifies limitations that contribute to
prediction errors.

1 Introduction

The codification of clinical texts by assigning
the International Classification of Diseases (ICD)
codes for the purpose of streamlining research, in-
surance billing, and other workflow standardiza-
tion is a necessary task in healthcare settings. To

assign an accurate and complete set of ICD codes
to a clinical text, both a knowledge of institutional
guidelines and understanding of medical terminol-
ogy are crucial. Consequently, it is time and cost
intensive. Solving the task as a multi-label clas-
sification (MLC) problem is one of the common
top-performing deep learning approaches to au-
tomating this task.

In addition to challenges stemming from the ex-
tensive domain knowledge requirements, clinical
notes are often over 3,000 words long; due to com-
putational time and memory limitations, models
often have to truncate these documents to a smaller
size (Moons et al., 2020; Kaur et al., 2021), risking
information loss that could be helpful in predic-
tions. Many pre-trained language models such as
BERT (Devlin et al., 2019) and its variants, for
instance, can only take inputs up to 512 tokens.

External knowledge resources such as the UMLS
Metathesaurus (Bodenreider, 2004) for medical
concepts and relational information have shown
promising results in named entity recognition
(NER) (Liang et al., 2023) and automatic ICD cod-
ing (Yuan et al., 2022). While attention mecha-
nism (Bahdanau et al., 2015) in combination with
knowledge graphs (KG) and graph neural networks
(GNN) have been shown to be beneficial when
applied to relational information from the output
(label) space in this task, the effects of graph repre-
sentation on the input (document) space are not yet
extensively studied.

We are motivated by the applications of this work
in modeling other clinical tasks that can also be set
up as an MLC problem, e.g. inpatient documenta-
tion from multi-modal or non-text input data1. It is
crucial in critical and highly-regulated fields that
human domain experts can understand what con-

1Real-time charting in electronic health records (EHR) for
clinicians in some settings involves selecting corresponding
options from a fixed menu with optional unstructured texts,
similar to data entries in a spreadsheet.
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Figure 1: Overview of MLC pipeline: a) concept-based tokens are extracted to represent the input documents, b)
tokens are represented by pre-trained feature embeddings (Word2Vec or KGE), c) encoding step transforms input
features into latent representations (LSTM or GCN output) and d) binary classifiers determine whether the output
representations belong to specific labels.

tribute to correct and incorrect predictions when
incorporating automated systems’ outputs in their
workflow. These considerations influence our deci-
sion to investigate concept-based features and ver-
ify model’s attention-based interpretability through
qualitative analysis.

We investigate the impact of implicit graph struc-
tures in the form of knowledge graph embeddings
(KGE) concept features representation and explicit
domain-knowledge guided encoding of input doc-
ument concepts and their relational information
using GNN. Our contributions can be summarized
as follows: 1) we highlight the benefits of do-
main knowledge injection through KGE over tradi-
tional contextualized embeddings in representing
concept-based features and facilitating clinically
intuitive attention-based reasoning, 2) we demon-
strate the limitations of GNN encoding architec-
ture, and 3) we identify challenges that contribute
to attention-based reasoning errors.

2 Related Works

Knowledge Graph Embeddings: Teng et al.
(2020) incorporate knowledge graph embeddings
(KGE) as a supplement to text representations to
simulate the human reasoning process of deriving
ICD codes from a medical knowledge base and to
make results more interpretable when combined
with the attention mechanism. Chang et al. (2020)
demonstrate that KGE are effective at leveraging
relational information and representing biomedi-
cal domain knowledge; e.g. TransE (Bordes et al.,
2013) and RotatE (Sun et al., 2018) are able to
retain semantic group and type information inher-

ent in the source knowledge base ontology e.g.
SNOMED CT in the UMLS. Combining KG repre-
sented entities with input document representations
also shows promising improvements in relation ex-
tractions (Matsubara et al., 2023). Beyond these
works in the biomedical domain, to date, methods
involving KGE in automatic ICD coding have been
limited.

Graph Neural Networks: EHR data often
contain information regarding diagnoses, lab val-
ues, encounters, and the patients organized in a
graph-like structure to reflect clinical decisions pro-
cess (Choi et al., 2020). These observations suggest
that the features in an EHR encounter and clinical
notes have structural relationships. GNN archi-
tectures are known to be effective at representing
relational information, making them suitable for
capturing dependencies among ICD codes and med-
ical concepts. Choi et al. (2020) posit that Graph
Convolutional Networks (GCN) represent a special
case of Transformer (Vaswani et al., 2017) and pro-
pose Graph Convolutional Transformer (GCT) to
structurally represent key components in an EHR
document. Qiu et al. (2019), Zong and Sun (2020),
and Cao et al. (2020) use GCN to model ICD code
and/or concept co-occurrence to address the class
imbalance problem in the output (label) space.

Attention Mechanism: To provide human-
interpretable results, Mullenbach et al. (2018) and
Teng et al. (2020) utilize attention mechanism (Bah-
danau et al., 2015; Luong et al., 2015) to verify that
relevant text spans are clinically informative. Teng
et al. (2020), Vu et al. (2020), Saini et al. (2021),
and Yuan et al. (2022) use the softmax operation to
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calculate label-wise attention weights from the en-
coder’s output to create label-specific vectors repre-
senting the input document. Many high-performing
models incorporate variations of the attention mech-
anism. In combination with domain knowledge
implicitly represented through KGE, the attention
mechanism helps the model focus on parts of the
input document relevant to the predicted labels, re-
sembling how a human medical coder concentrates
on relevant parts of the document to determine the
corresponding ICD codes based on their domain
knowledge expertise. We refer to this process as
attention-based reasoning in this work.

3 Methodology

When ICD coding is set up as an MLC task, as
shown in Figure 1, a document D is represented as
a sequence X = [x1, x2, x3, ...xn], where n repre-
sents the number of words or extracted concepts in
X . The classification model’s learning task is to
output a label vector Y = [y1, y2, ..., yL], where L
is the total number of codes from a label set L and
each yi ∈ {0, 1}. 1 denotes the document contains
code i and 0 otherwise. A common training objec-
tive is to minimize the binary cross entropy (BCE)
loss function between the predicted labels ỹi and
the true labels yi.

All experiments are conducted on the Multi-
parameter Intelligent Monitoring in Intensive Care-
III (MIMIC-III) dataset (Johnson et al., 2016).
We focus on the discharge summaries and their as-
signed International Classification of Diseases, 9th
Edition, (ICD-9) codes2. We follow pre-processing
steps and measure results using the same evaluation
metrics in Mullenbach et al. (2018) and Vu et al.
(2020).

3.1 Concept Features Tokenization

Using text input as a baseline reference, we rep-
resent a document as a sequence of medical con-
cepts. Exploiting mapping between medical terms
and their textual descriptions in large ontological
databases, e.g. the Unified Medical Language Sys-
tem (UMLS) (Bodenreider, 2004), identifying con-
cepts in the input documents can be viewed as an
entity linking (EL) task. Within the UMLS, terms
across vocabularies are assigned Concept Unique
Identifiers (CUIs). Additional attributes such as

2Multiple editions of ICD codes exist; for simplification,
ICD and ICD-9 codes are used interchangeably in this work
unless otherwise indicated.

semantic types, relations, and hierarchical infor-
mation are also available across CUIs. Since ICD
codes are a subset of concepts within the UMLS,
using concept (CUI) tokens also provides a way to
incorporate additional external knowledge into the
model.

3.1.1 Concepts Extraction
We use ScispaCy UMLS entity linking (EL) tool
(Neumann et al., 2019) to extract CUIs from the
original discharge summaries. We select only CUIs
with at least 0.7 confidence scores. Choosing a
higher score of 0.8 does not empirically improve re-
sults in our experiments (see Appendix A.4). Anal-
ogous to the pruning steps in a text pre-processing
pipeline, we also prune out rare and frequent CUIs.
Using analogous thresholds as in Mullenbach et al.
(2018) and Vu et al. (2020), we determine the min-
imum and maximum frequency thresholds for CUI
tokens as follows:

• frequent: normalized frequencies exceeding
1500 times per million tokens.

• rare: normalized frequencies less than 0.1
times per million tokens.

We also discard CUIs that do not belong to the
semantic types of the MIMIC-III dataset ICD-9
codes as well as zero-shot CUIs.3

The resultant vocabulary size of the dataset is
26,485 unique CUI tokens. As seen in Table 1, the
average input sequence lengths across partitions
are well within the typical truncated input lengths
of existing state-of-the-art models.

Version Partition Min Mean Max

Full
Train 9 (55) 696 (1,731) 4,560 (11,940)
Validation 103 (244) 819 (2,049) 3,038 (7,247)
Test 90 (252) 825 (2,057) 4,725 (8,209)

Top-50
Train 62 (117) 715 (1,782) 3,665 (8,387)
Validation 102 (244) 826 (2,066) 3,036 (7,247)
Test 108 (259) 841 (2,095) 3,061 (7,128)

Table 1: Minimum, mean, and maximum CUI and
text tokens (in parentheses) per document for the Full
and Top-50 MIMIC-III dataset partitions after pre-
processing.

3.2 Feature Representation
Contextualized Representation: Word2Vec

(W2V) embeddings for CUIs serve as a compara-
tive baseline against KGE in our experiments due

3Zero-shot CUIs are defined as CUIs in the validation or
test partition not seen in the train set.
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EHR Feature UMLS Semantic Group (SG) or Type (TUI)

Diagnosis

DISO - Disorders
ANAT - Anatomy
PHYS - Physiology
PHEN - Phenomena
LIVB - Living Beings

Procedure
PROC - Procedures
DEVI - Devices
ACTI - Activities & Behaviors

Lab Result
CHEM - Chemicals & Drugs
T034 - Laboratory or Test Result
T059 - Laboratory Procedure

Concept CONC - Concepts & Ideas

Table 2: UMLS Semantic Groups (SG) and Semantic
Type Information (TUI) and their corresponding EHR
structural features: Diagnosis, Procedure, Lab Result,
and Concept; features are identified based on our obser-
vations and findings in Choi et al. (2020).

to its usage in existing top-performing models for
the text input type. The reference results with text
features in Table 3 also use W2V embeddings. Us-
ing the same parameters as in Mullenbach et al.
(2018) and Vu et al. (2020), we train W2V embed-
dings for CUI tokens with CBOW (Mikolov et al.,
2013) algorithm. We use Gensim (Řehůřek and
Sojka, 2010) W2V implementation.4

Knowledge Representation: We use TransE
Bordes et al. (2013) KGE trained on pre-processed
data of the UMLS 2019AB released publicly by
Chang et al. (2020)5. Since both TransE (Bordes
et al., 2013) and RotatE (Sun et al., 2018) achieve
comparable results on semantic classification tasks
and capture similar semantic information as inves-
tigated in Chang et al. (2020), experiments compar-
ing performance between different types of KGE
are beyond the focus of this works and are left for
future works. We use DGL-KE (Zheng et al., 2020)
implementation of TransE for training according to
steps described in Chang et al. (2020).6

3.3 Encoders
Label Attention Encoder (LAAT): The

LAAT model introduced by Vu et al. (2020) fol-
lows an MLC pipeline as shown in Figure 1. It con-

4Other types of corpus-based embeddings have been pro-
posed to represent concepts in the UMLS, notably Cui2Vec
(Beam et al., 2020) and Med2Vec (Choi et al., 2016). How-
ever, Chang et al. (2020) observe that these approaches have
limitations due to data inaccessibility, high computational re-
quirements, and low coverage, which make their usability for
downstream tasks limited.

5The link to the data files is published through the
SNOMED CT Knowledge Graph Embeddings Git repository:
https://github.com/dchang56/snomed_kge

6See Appendix A.2.2 for KGE training hyperparameters.

sists of an embedding layer where pre-trained W2V
embeddings are used to represent document input
tokens. The encoder is a bidirectional Long Short
Term Memory (LSTM) network whose output pro-
vides latent feature representations for the input
tokens up to a specified number; this is represented
as a vector H where H ∈ R2u×n. n refers to the
number of input tokens and u is the LSTM hidden
size. The attention layer A ∈ R|L|×n transforms
the feature representations H into label-specific
vectors as shown in Eq. 1 to 3. W ∈ Rda×2u and
U ∈ R|L|×da matrices are learnable parameters. u
and da are tunable hyper-parameters. The output
of the label-specific layer V ∈ R2u×|L| is the rep-
resentation of the input document where each ith

column in V corresponds to the ith label in L. The
last layer is a feed-forward neural network followed
by a sigmoid activation function, which predicts
whether a specific ICD code is assigned to the input
document or not.

Z = tanh(WH) (1)

A = softmax(UZ) (2)

V = HAT (3)

We re-implement the model to accommodate
concept-based tokens using PyTorch (Paszke et al.,
2017). We follow implementation details such as
optimal hyper-parameters, learning rate, batch size,
number of epochs, dropout probability, AdamW
(Loshchilov and Hutter, 2018) optimization, and
learning rate scheduler as implemented by Vu et al.
(2020). In lieu of early stopping, we save the model
with the highest validation F1micro for evaluation
against the test partition. See Appendix A.2.1 for
implementation details. We consider this model a
high-performing non-GNN baseline encoder.7

GNN Encoder: We use 2-layer Graph Convo-
lution Networks (GCN) (Kipf and Welling, 2017)
as a representative GNN encoder for experiments
investigating GNN domain knowledge encoding.
Choi et al. (2020) demonstrates the correspondence
between normalized adjacency matrix calculations
in GCN and the attention equation in the Trans-
former (Vaswani et al., 2017) architecture. Similar
to how LAAT utilizes attention mechanism to fo-
cus on relevant parts of the input data (represented

7Higher performing encoders have since been proposed
and our study can be extrapolated to them; however, for sim-
plicity and discussion, we designate LAAT as a strong non-
GNN baseline for this task.
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Encoder Embedding Precision Recall F1 AUC P@5
macro micro macro micro macro micro macro micro

LAAT (50)
W2V 59.11 64.90 48.92 55.03 53.53 59.56 86.07 89.41 58.06
KGE 64.11 68.46 54.55 59.02 58.94 63.39 88.22 91.14 60.69
Text 72.04 75.60 61.84 66.95 66.55 71.01 92.79 94.60 67.28

LAAT (Full)
W2V 7.26 65.78 4.70 35.44 5.70 46.07 84.92 97.77 73.31
KGE 7.86 64.78 5.47 37.80 6.45 47.74 86.62 98.05 74.41
Text 10.65 65.70 9.19 50.64 9.87 57.20 89.84 98.56 80.91

GCNEHR (50)
W2V 54.81 65.04 34.75 44.15 42.53 52.60 83.96 87.02 54.49
KGE 58.75 65.24 41.61 48.41 48.71 55.58 84.72 87.72 56.23

GCNEHR (Full)
W2V 3.53 60.19 1.55 18.17 2.16 27.92 75.31 96.28 58.61
KGE 3.89 60.69 1.56 18.91 2.23 28.84 76.10 96.40 59.32

Table 3: Results from experiments on the LAAT and GCN models with the MIMIC-III Top-50 and Full test sets
comparing KGE and W2V CUI embedding types. Text input results are included as a reference as it is the input type
in Vu et al. (2020). Underlined scores are highest across input types; bold ones are the highest within CUI input.

Version Model Precision Recall F1 AUC P@5
macro micro macro micro macro micro macro micro

Top-50
GCNBASE 62.12 67.81 38.22 45.02 47.33 54.11 84.54 87.40 56.00
GCNEHR 58.76 65.24 41.61 48.41 48.72 55.58 84.72 87.72 56.23

Full
GCNBASE 2.86 55.53 1.31 17.81 1.80 26.97 77.19 96.07 55.60
GCNEHR 3.89 60.69 1.56 18.91 2.23 28.84 76.10 96.40 59.32

Table 4: Results from GCN experiment comparing different edge connection approaches; all models use KGE node
embeddings to represent CUIs.

as an output of an LSTM encoder), GCN encoder
and the readout function output a graph-level rep-
resentation of the input document that focuses on
relevant concept nodes in the graph.

Each input document that has been processed
into a sequence of CUIs is represented as a graph
G = {V, E}, where V and E are nodes and edges.
Each node in V represents a unique CUI in a doc-
ument. An edge in E represents a connection or
relation between CUIs (nodes) as determined by
different graph construction methods. To obtain
a document-level representation for classification,
we specify a sum pooling readout function as it has
been shown to be optimal for graph classification
tasks (Xu et al., 2018). A readout function can be
a simple sum, mean, or max pooling function or
more complex (Xu et al., 2018; Ying et al., 2018;
Zheng et al., 2020); however, this is beyond the
focus of this work.

3.4 Experiment Settings

Implicit Graph Structures with KGE: We
compare performance between KGE and W2V
embeddings on the LAAT model for the CUI-
represented input and on the GCN encoder model.
We investigate if KGE pre-training and the implicit

relational information from the external UMLS
knowledge base improve ICD-9 classification.

Explicit Graph Structures with GNN: We
compare a graph edge construction method that ex-
plicitly follows clinical reasoning steps as reflected
in CUIs co-occurrences against a baseline approach
guided by relations in the UMLS KG. As observed
in Choi et al. (2020) and our manual annotation
(see Appendix A.3), there is a relationship between
diagnostic information and treatments that is also
reflected in EHR structural features as shown in
Table 2. In this work, we refer to the process of
relating treatments or procedures to diagnostic in-
formation as clinical reasoning. Since ICD codes
encompass health-related phenomena (e.g. signs
and symptoms, findings, complaints, social factors
etc.) and treatment concepts, we investigate if the
explicit relational information encoding following
a domain-knowledge guided approach improves
ICD-9 classification.

1. Baseline (GCNBASE) Nodes representing
CUIs in a document have edges between them
if both nodes (CUIs) are related in the UMLS
KG used in pre-training KGE.

2. Domain-Knowledge Guided (GCNEHR)
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Figure 2: The clinical reasoning steps relating distantly mentioned CUIs in the manual annotation example shown in
Figure 5 of Appendix A.3 are demonstrated in this flow chart. The CUIs are color-coded by their UMLS Semantic
Group (SG) and are organized into EHR structural features described in Table 2. The arrows demonstrate how
Diagnostic (DISO) CUIs are related to Procedural (PROC) and Lab (CHEM, T034, T059) CUIs and how Concept
(CONC) CUIs are associated with both Diagnostic and Procedural CUIs.

From manual annotation of 5 randomly se-
lected samples in the Top-50 version of the
training dataset8, we observe co-occurrences
between CUIs that also follow typical clini-
cal presentations. For instance, CUIs describ-
ing diagnoses are present along with CUIs
for certain procedures. As shown in Figure
2, it is possible to group CUIs corresponding
to EHR feature types such as diagnoses, pro-
cedures, concepts, and lab data based on the
UMLS semantic information. While a domain
expert with clinical experience can easily re-
late diagnostic concepts and commonly asso-
ciated treatment procedures, conditional prob-
abilities between CUIs of different semantic
groups can provide a useful edge connection
guidance that follows clinical reasoning as
proposed in Choi et al. (2020). The steps are
summarized as follows:

(a) CUIs are grouped by their UMLS Seman-
tic Group (SG) and EHR feature type
described in Table 2.

(b) Conditional probabilities of the co-
occurrences of CUIs across these groups

8See Appendix A.3 for an annotated example.

are calculated from the training partition
as in Choi et al. (2020).

(c) Edges are present between CUIs if their
conditional probability exceeds a speci-
fied threshold: 0.3, 0.5, 0.7, 0.8.

3.5 Attention-based Reasoning Evaluation

To evaluate the attention-based reasoning inter-
pretability, we analyze input text and concept to-
kens from the Top-50 LAAT experiments. After
filtering out test partition samples with no predicted
labels, we randomly select 10 samples that contain
predictions of the most commonly occurring labels
in the test partition. We extract tokens with nor-
malized activation weights from LAAT Attention
Layer A (Eq. 2) of at least 0.5 of the maximum
attention weight (for each predicted label) and com-
pare them to tokens annotated by an intensive care
clinician9 as relevant. We choose 0.5 as results in
Teng et al. (2020) comparing interpretability evalu-
ation of text segments extracted from higher atten-
tion weights (0.8 threshold) show lower accuracy

9We use the definition of clinician as explained in Institute
of Medicine (US) Committee on the Future of Primary Care
(1994).
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than those from lower weights; their findings sug-
gest lower weight ranges may identify potentially
informative tokens.

4 Results

Results in Table 3 demonstrate the benefits of im-
plicit graph-representation in the form of KGE on
both LAAT and GCN encoders over corpus-based
CUI embeddings. KGE shows improvement over
W2V CUI embeddings across all metrics on the
LAAT model in the Top-50 and Full versions, with
an exception of the Precisionmicro where W2V per-
formance is higher. On GCNEHR model, KGE
shows slightly higher performance across all met-
rics over W2V embeddings. Our findings support
observations noted in Chang et al. (2020) and Teng
et al. (2020) that KGEs improve domain knowl-
edge representation on the input document space in
leveraging relational information. However, with
the exception of Precisionmicro and AUCmicro met-
rics in the Full version where CUI results are com-
parable to text-input baseline, concept features re-
sult in lower performance than text features. For
critical-domain applications, the interpretability ad-
vantage of concept-based features over text-based
input type as demonstrated in Section 4.1 may jus-
tify some performance trade-offs.

Table 4 shows the impact of graph edge con-
struction approaches on GCN performance. Across
most of the metrics, a graph construction method
that incorporates clinical reasoning and EHR struc-
ture offers some benefits over baseline, where
edges are connected based on KG relations. An ex-
ception is observed in the Top-50 Precision, where
the baseline KG-guided construction outperforms
the EHR-guided approach. The more noticeable
difference in the Full version can be attributed to
a larger code base exceeding KG coverage, thus,
contributing to a lower Recall in the GCNBASE

approach. While GCN as a standalone encoder pro-
vides an ability to explicitly encode relational in-
formation that reflects clinical reasoning and EHR
structural features in the graph construction meth-
ods, possibly improving model’s interpretability
by domain experts, this contribution is limited due
to much lower performance across all metrics in
comparison to LAAT model.

EHR Conditional Probability Threshold:
Among the GCNEHR approaches, performance
varies according to minimum co-occurrence con-
ditional probability threshold between EHR struc-

tural feature groups. As shown in Figure 3, this vari-
ability is more noticeable in the Top-50 than in the
Full version. Based on fine-tuning for the highest
F1micro among GCNEHR experiments over differ-
ent thresholds, the optimal minimum probabilities
for the GCNEHR are 0.7 and 0.5 for the Top-50
and Full version respectively. GCNEHR results
reported in Table 4 are based on these thresholds
for their respective version.

Figure 3: F1micro score in relation to minimum condi-
tional probability threshold in the Top-50 & Full ver-
sions of GCNEHR model. Error bars indicate the stan-
dard deviation from the mean F1 scores of each group;
boundaries are shown at 6 times the standard deviation
for clearer visualization.

4.1 Attention-based Reasoning
Interpretability

Examples in Table 5 demonstrate the impact of dif-
ferent input feature types on the model’s attention
mechanism. Clinician-annotated text and CUI to-
kens are shown as a reference. Our goal is to verify
that label predictions are made following clinically
informative attention-based reasoning. A false pos-
itive example (“401.9”) is included to illustrate if
erroneous predictions are avoidable, i.e. given the
available information (in the form of document text
or CUI tokens), would a clinician make similarly
incorrect label predictions?

In the example where the ICD label, its CUI,
and description match with the input CUI or
their text description, KGE and W2V concept fea-
tures are equally informative as in the example of
“427.31:Atrial Fibrillation”. Both concept embed-
ding types are more precise than the highlighted
text tokens (“fib” and “fibrillation”), possibly due
to exact CUI matching. Dropping “a” from “a fib”
suggests that the attention mechanism may poten-
tially associate the same text token for both “a fib”,
“v fib” (ventricular fibrillation), or other terms that
are partially similar in the text-input model.
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ICD-9:Description (CUI) Feature Type Attention Weight ≥ 0.5 % of Max

427.31:Atrial
Fibrillation
(C0004238)

Text fib, fibrillation
KGE C0004238 - Atrial fibrillation

W2V
C0004238 - Atrial Fibrillation
C0344434 - ECG: atrial fibrillation

Texthuman a fib, atrial fibrillation
CUIhuman C0004238-Atrial fibrillation

038.9:Septicemia
(C0036690)

Text septic

KGE

C0349410 - Single organ dysfunction (2:0.9-1.0)
C0026766 - Multiple organ failure (5:0.6-0.9)
C0277524 - Infectious colitis
C1457868 - Worse

W2V
C0349410 - Single organ dysfunction
C0004030 - Aspergillosis

Texthuman

drop in blood pressure, iv fluids,
pressors, hyperdynamic left ventricle
presumed to be septic, samples grew mold

CUIhuman

C0020649 - Low blood pressure
C0349410 - Single organ dysfunction
C0948268 - Hemodynamic instability
C0009450 - Disorder due to infection

995.92:Severe
Sepsis
(C1719672)

Text septic, pressors, central

KGE

C0026766 - Multiple organ failure (4:0.5-1.0)
C0349410 - Single organ dysfunction (2:0.8)
C1457868 - Worse
C0004030 - Aspergillosis

W2V
C0349410 - Single organ dysfunction
C0004030 - Aspergillosis

Texthuman

drop in blood pressure, iv fluids,
pressors, hyperdynamic left ventricle
presumed to be septic, multisystem organ failure
worsened, hemodynamic status worsened

CUIhuman

C0020649 - Low blood pressure
C0026766 - Multiple organ failure
C0948268 - Hemodynamic instability
C0009450 - Disorder due to infection
C0443343 - Unstable status

96.72:Continuous
invasive
mechanical
ventilation
for 96 consecutive
hours or more
(C2349745)

Text Intubated, mold, which, aspergillis

KGE

C0553891 - Extubation of trachea
C0011065 - Death (2:0.65-0.9)
C0425043 - Death of relative
C0205463 - Physiologic

W2V
C0011065 - Death
C0278060 - Mental state

Texthuman
Intubation, remained intubated,
over the next several days, extubation

CUIhuman
C0021925 - Intubation
C0553891 - Extubation of trachea

401.9:Essential
Hypertension
(C0085580)⋆

Text hypertension

KGE

C0020538 - Hypertensive disorder (4:0.6-1.0)
C0020473 - Hyperlipidemia
C0221155 - Systolic hypertension (3:0.5-0.7)
C0235222 - Diastolic hypertension (3:0.5-0.6)

W2V

C0428465 - Serum lipids high
C0221155 - Systolic hypertension (3:0.7-0.8)
C0235222 - Diastolic hypertension (4:0.6-0.7)
C1696708 - Prehypertension (2:0.7)
C0019099 - Congo-Crimean hemorrhagic fever
C0020538 - Hypertensive disorder
C0020473 - Hyperlipidemia

Texthuman

no† prior history of htn, hypertension,
due to pain† post procedure
or undiagnosed† htn

CUIhuman
C0030193 - Pain†
C0262534 - Labile hypertension due to being
in a clinical environment†

Table 5: Comparison of tokens with attention weights
≥ 0.5 of the highest attention weight across feature
types. ⋆ indicates a false positive label example. Bold
font indicates text tokens with highest attention weights.
†indicates tokens are crucial to preventing false pre-
dictions. CUI tokens are ordered from highest to low-
est weights with number of occurrences and attention
weight % range in parentheses.

When the label CUIs are not present in the input
document, as in “038.9:Septicemia”, “995.92:Se-
vere Sepsis”, and “96.72:Continuous invasive me-
chanical ventilation for 96 consecutive hours or
more” examples, the model’s attention mechanism
identifies more clinically informative CUIs in the
KGE model than in the W2V model. Slightly dif-
ferent KGE CUIs and attention weight distribu-
tions are associated with “038.9” and “995.92” la-

bels. In contrast, the exact same W2V CUIs and
almost identical attention distributions are associ-
ated with both labels. In the case of label “96.72”,
KGE model does identify one of the relevant to-
kens (C0553891 - Extubation of trachea, which
implies prior intubation and continuous invasive
mechanical ventilation), while W2V model does
not identify either of them. While both models
predict equally correct labels, the external knowl-
edge implicitly represented in KGE helps facilitate
more clinically intuitive attention-based reasoning
compared to W2V embeddings.

Both KGE and W2V attentions include neigh-
boring tokens and their synonyms, e.g. C0011065,
C0425043, C0278060, C0019099 for “96.72” and
“401.9”. The presence of extraneous CUIs that are
similar concept-wise to relevant collocate CUIs
such as “C0019099 - Congo-Crimean hemorrhagic
fever” and “C0425043 - Death of relative” high-
lights the importance of optimizing the concept ex-
traction accuracy in concept-based models. While
the extraneous CUI tokens can be clinically associ-
ated with the relevant tokens or the predicted label
concept-wise, the text-input attention mechanism
can identify tokens that have no clinical importance
as being most associated with a correctly predicted
label, e.g. “which” has the highest attention weight
for the label “96.72”. Making correct predictions
based on unjustifiable reasoning is undesirable as
it raises concerns over the model’s trustworthiness.

Regardless of feature type, the attention mecha-
nism ignores negation. Negated mentions are com-
mon in EHR as clinicians document their assess-
ments, noting findings as absent as opposed to not
mentioning them at all; the latter may lead to the
undesirable assumption of not having made an as-
sessment. As seen in the “401.9” example, “no”
or “undiagnosed” are not considered relevant, as
indicated by the tokens being omitted by attention
weights, leading to a false prediction. In contrast,
the clinician-annotated example shows these nega-
tion tokens are relevant for excluding the false posi-
tive label. As there are no CUIs indicating negation
or a diagnostic absence in the input document, it
appears that negation in the text input is filtered out
during the concepts extraction step. Despite the ab-
sence of negation-like CUIs in the input documents,
clinician-annotated CUIs include concepts that can
prevent the false “401.9” prediction: “C0262534 -
hypertension due to being in a clinical environment”
in conjunction with “C0030193 - pain”. This ob-
servation regarding negation-related errors aligns
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with findings in Hossain et al. (2020) (despite their
analysis being with respect to machine translation
systems), indicating that the presence of negation
can significantly lower downstream output quality.
The presence of CUIs that can lead to excluding
negation-related false positive labels without need-
ing to encode negation as a concept suggests a
potential alternative for future works in addressing
this challenge.

4.2 Limitations & Future Works
UMLS KG covers broad medical concepts and re-
lations that may not overlap with rules in the ICD-
9 coding guidelines that are periodically updated.
While our results suggest that GCN performance is
impacted by graph construction approaches, heuris-
tics based on clinical reasoning may not be as use-
ful for ICD coding, particularly if the intended
purpose is non-clinical. Future works on ICD-9
coding on this dataset should explore KG construc-
tion from concepts and relations according to rules
in the dataset’s edition of ICD coding guidelines.

Our qualitative analysis is based on a small
sample size and one clinician’s annotation; future
works with more resources should expand the sam-
ple size and include analysis by multiple experts
from the intended application domain. To main-
tain a defined scope of our study with respect to
existing reference models results, our experiments
are conducted only on one dataset and one version
of ICD-9 codes, excluding ICD-10. A more re-
cent dataset, MIMIC-IV (Johnson et al., 2023), has
been released since the time of our experiments.
Additionally, a recent study by Edin et al. (2023)
comparing benchmark models on both MIMIC-III
(Johnson et al., 2016) and MIMIC-IV (Johnson
et al., 2023) datasets with results on both ICD-9
and ICD-10 codes should facilitate the extrapola-
tion of our approach to broader datasets.

As shown in Table 1, documents represented
as concept-based (CUI) tokens are 1/3 in length
of those represented as text-based tokens. The
shorter input documents enable future experiments
on larger models previously deemed incompati-
ble. Since text-based models still lead in perfor-
mance, utilizing CUI descriptions instead of the
CUI themselves as features is worth exploring.
CUI and ICD codes have meanings through their
corresponding descriptions. Considering KGE’s
low concept coverage and recent works involv-
ing domain-knowledge-augmented (UMLS) BERT
(Michalopoulos et al., 2021), future research direc-

tions may include leveraging generative models in
KG expansion and using concept-based KGE or
GCN encoded relational information to augment
text-based features.

Standard MLC evaluation metrics, which con-
sider all label classes to be independent (Kos-
mopoulos et al., 2015), can be problematic as a
model predicting more generalized labels, e.g. par-
ent labels encompassing the ground truths, or sib-
ling labels in the ICD code structure, would be
considered as low-performing as a model predict-
ing completely unrelated labels. Depending on
downstream applications, hierarchical evaluation
metrics that are more suitable for MLC of depen-
dent label classes should also be considered for
automatic ICD coding evaluation.

5 Conclusion

Our investigation into implicit graph representa-
tion in the input space highlights the benefits of
KGE over corpus-based concept-feature embed-
dings in improving the model’s attention-based
reasoning interpretability. The experiments in-
volving explicit relational information representa-
tion through graph construction approaches demon-
strate the limitations of GCN as a standalone en-
coder in ICD coding task. The qualitative analy-
sis of the attention-based reasoning identifies chal-
lenges that contribute to erroneous predictions and
provides insight into how KG construction may
be improved in future works. Our contributions
underscore the potential for graph concept-based
features while addressing the difficulties associated
with medical codes classification as an MLC prob-
lem from long input documents, domain knowledge
requirements, and interpretability.
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A Supplementary Material

Additional information regarding the UMLS and
ICD-9 codes are explained in the following sec-
tions. Implementation details including hyper-
parameters specified in our experiments are pro-
vided for reproducibility. Our Git repository10 also
contains further implementation details and code to
reproduce our experiments. Additional experiment
results not part of the main contributions are also
included.

A.1 ICD-9 Code Structure
Moons et al. (2020) describes the structure of ICD-
9 codes as consisting of at most five numbers: the
first three represent a disease category, a fourth
number narrows down to specific diseases, and a
fifth number differentiates between specific disease
variants. This structure creates a hierarchical tax-
onomy with up to 4 layers (L1 - L4) from the root
level as shown in Figure 4.

Figure 4: An example of ICD-9 codes with code de-
scriptions illustrating the hierarchical layers. The exam-
ple here shows how diabetes mellitus and its specific
variants are represented in the ICD-9 code taxonomy.
Illustration is reproduced from Moons et al. (2020).

Being a subset of the UMLS Knowledge Bases
(Bodenreider, 2004), ICD-9 codes have corre-
sponding Concept Unique Identifiers (CUIs) in the

10https://github.com/pokarats/CoDER

UMLS, which also contains Semantic Type Infor-
mation (TUI); examples from the Top-50 ICD-9
codes of the MIMIC-III dataset and their UMLS in-
formation are shown in Table 6. Within the UMLS,
high-level grouping based on TUI is noted among
the codes in Table 6; both C0176511 and C0189898
share the same TUI as they both describe diagnos-
tic procedures. The grouping in the UMLS does
not always correspond to the same hierarchy in the
ICD-9 taxonomy as noted by the mentioned codes
being under two distinct L2-level numbers.

ICD-9 CUI TUI Description

33.24 C0176511 T060 Closed [endoscopic] biopsy of bronchus
37.23 C0189898 T060 Catheterization of both left and right heart
38.91 C0007431 T061 Arterial catheterization
38.93 C0162203 T058 Venous catheterization, not elsewhere classified

Table 6: Examples of ICD-9 codes and their correspond-
ing UMLS CUI, TUI, and descriptions from the Top-50
ICD-9 code labels of the MIMIC-III dataset (Johnson
et al., 2016).

A.2 Implementation Details
The following sections describe hyper-parameters
used in our experiments. We do not fine-tune hyper-
parameters for our specific dataset training; we pri-
oritize keeping hyper-parameters as close as possi-
ble to those reported as optimal by Vu et al. (2020)
for the LAAT model.

A.2.1 LAAT
As in Vu et al. (2020), we train for 50 epochs, using
a batch size of 8, with AdamW (Loshchilov and
Hutter, 2018) optimizer and learning rate of 0.001.
We also use a learning rate scheduler to reduce the
learning rate by 10% if there is no improvement
in F1micro on the validation set for 5 epochs. We
apply a drop-out probability of 0.3. We specify
the LSTM hidden size u = 256 and projection
size da = 256 for the Top-50 version and u =
512, da = 512 for the Full version as these are
the optimal hyper-parameters reported in Vu et al.
(2020). The text input results in Table 8 verify
that our re-implementation of the LAAT model
reproduces comparable performance on the same
dataset as reported in Vu et al. (2020) following the
same pre-processing steps and hyper-parameters.

A.2.2 KGE
We obtain KGE for CUI entities following train-
ing steps described in Chang et al. (2020) using
DGL-KE (Zheng et al., 2020) implementation of
TransE (Bordes et al., 2013). The case4 train, dev,

89

https://doi.org/10.1145/3397271.3401172
https://doi.org/10.1145/3397271.3401172
http://arxiv.org/abs/2012.05860
http://arxiv.org/abs/2012.05860
http://arxiv.org/abs/2012.05860
https://github.com/pokarats/CoDER


Version Model Precision Recall F1 AUC P@5
macro micro macro micro macro micro macro micro

Top-50
GCN0.7 62.12 67.81 38.22 45.02 47.33 54.11 84.54 87.40 56.00
GCN0.83 56.44 63.22 41.61 47.05 47.98 53.95 83.75 86.22 54.23

Table 7: Results from GCNBASE experiments on the MIMIC-III Top-50 with CUI input type, comparing entity
linking threshold of 0.7 and 0.83. All GCN models use KGE as node embeddings to represent each CUI node in a
graph.

Encoder Implementation F1 AUC P@5
macro micro macro micro

LAAT (50)
Vu et al. (2020) 66.60 71.50 92.50 94.60 67.50
Ours 66.55 71.01 92.79 94.60 67.28

LAAT (Full)
Vu et al. (2020) 8.70 58.10 92.60 98.80 81.80
Ours 9.87 57.20 89.84 98.56 80.91

Table 8: Text input results on the MIMIC-III Top-50
and Full test sets from our implementation of the LAAT
model in comparison to the results reported in Vu et al.
(2020).

and test files are downloaded from SNOMED CT
Knowledge Graph Embeddings Git repository11.
We use the following key configuration parameters
for training:

model_name: TransE_l2, max_step: 60000,
batch_size: 1024, batch_size_eval: 1000,
neg_sample_size: 64,
neg_sample_size_eval: 90000,
hidden_dim: 100, lr: 0.1,
gamma: 10.0,
adversarial_temperature: 1.0,
regularization_coef: 1e-07,
pairwise: false, loss_genre: Logsigmoid

A.2.3 GCN

Our 2-layer GCN classification is implemented
using DGL (Wang et al., 2020) with PyTorch
(Paszke et al., 2017) backend. We control the
hyper-parameters to be as similar to the LAAT
specifications as possible. For the GCN layers,
we specify the hidden size u = 256 and projec-
tion size da = 256 for the Top-50 and u = 512,
da = 512 for the Full versions analogous to the
hyper-parameters for the LSTM encoder in the
LAAT experiments. We train for 50 epochs, using
a batch size of 8, and learning rate of 0.001, and
AdamW (Loshchilov and Hutter, 2018). We also
use the same learning rate scheduler and dropout
probability.

11https://github.com/dchang56/snomed_kge

A.3 From EHR to GCN Graph Construction
To demonstrate the relational characteristics in
EHR structural features and clinical reasoning, we
manually annotate 5 randomly selected discharge
summaries from the Top-50 version of the MIMIC-
III (Johnson et al., 2016) training dataset. The
annotations in Figure 5 illustrate that extracted con-
cepts representing parts of a note provide sufficient
information for a clinical domain expert to relate
the assigned ICD codes to relevant parts of the
document. Despite having only clinical domain
knowledge without ICD coding training, we are
able to identify relevant spans of text and CUIs that
relate to the assigned ICD codes.

A.4 CUI Extraction Entity Linking Threshold
Comparison

We notice many CUIs in the randomly selected
samples do not seem relevant to the clinical pre-
sentation described in the note nor assigned ICD
codes. We verify if a more selective (higher) thresh-
old has an impact on performance by experiment-
ing with the Top-50 GCNBASE and setting the
EL threshold to 0.83. Results in Table 7 show
performance scores of the GCNBASE model with
EL thresholds of 0.7 and 0.83. Evaluation scores
are higher in most metrics with the 0.7 threshold.
Recallmacro,micro and F1macro are the only met-
rics where the 0.83 threshold shows higher perfor-
mance. Considering the evaluation scores between
the two EL thresholds are within a few % points
of each other, it does not seem computationally
worthwhile to repeat all experiments with the 0.83
threshold.

A.5 Runtime Comparison
LAAT experiments are run on NVIDIA GeForce
RTX 3090 and GCN on NVIDIA RTX A6000. Ta-
ble 9 illustrates training runtime and mean input
document lengths in number of text or CUI tokens
for the LAAT model. CUI input models (W2V
and KGE) show training runtimes that are multi-
tudes less than the text input model. The shorter
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Figure 5: Spans of text and extracted CUIs in the input document are highlighted with colors that correspond to the
assigned ICD codes. Red-highlighting designates codes that we cannot definitively infer from the input document.
Additional information provided by the UMLS such as Semantic Type Information (TUI), Semantic Group (SG),
and corresponding CUI to each ICD code demonstrate correspondence between the input document and output label
space. The additional highlight colors in the annotation references group CUIs by their SG: DISO, CONC, and
PROC.
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Version Model Training Runtime (hh:mm:ss) Mean Training Input Length (tokens)

Top-50
LAATtext 04:53:10 1783
LAATW2V 00:41:13 396
LAATKGE 00:40:31 396

Full
LAATtext 21:35:34 1731
LAATW2V 05:40:58 385
LAATKGE 05:36:59 385

Table 9: Training runtime comparison between text and CUI input types for the Top-50 and Full versions of the
MIMIC-III dataset. Mean number of tokens for the training partition is provided. Runtime is only for training the
model and is exclusive of time required for concepts extraction and pre-processing.

Version Model Training Runtime (hh:mm:ss) Mean # Nodes Mean # Edges Mean # Sub-graphs

Top-50
GCNBASE 00:17:48 246 419 167
GCNEHR 00:09:44 246 513 145
GCNCOMBO 00:14:11 246 684 90

Full
GCNBASE 01:04:40 241 408 165
GCNEHR 00:49:25 241 1024 50
GCNCOMBO 01:08:22 241 1189 28

Table 10: Training runtime comparison between GCN graph construction approaches for the Top-50 and Full
versions of the MIMIC-III dataset. Mean node, edge, and sub-graphs (connected components) numbers for the
training partition are provided. Runtime is for training the GCN model and is exclusive of time spent on pre-
processing or building graph datasets.

runtime appears to correlate with shorter average
input lengths. Table 10 compares training runtime
across GCN graph construction approaches. Con-
trary to LAAT models, there does not seem to be
a notable relationship between runtime and graph
nodes, edges, or sub-graphs numbers. As notice-
able in the table, graph construction heuristic af-
fects the number of sub-graphs on average; more
edges result in fewer sub-graphs. Due to the multi-
ple steps involved in our proposed pipeline, from
concepts extraction to graph construction heuristics,
application to other datasets requires additional
data preparation and pre-processing time.

The LAAT model suffers from time and memory
complexity issues associated with the LSTM en-
coder and attention mechanism. The GCN models
are also limited by the memory requirement to store
a completed adjacency matrix; additional sampling
algorithms and alternative models are required for
scalability to larger datasets (Ma et al., 2022).
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Abstract
Large language models are extensively applied
across a wide range of tasks, such as customer
support, content creation, educational tutoring,
and providing financial guidance. However, a
well-known drawback is their predisposition
to generate hallucinations. This damages the
trustworthiness of the information these models
provide, impacting decision-making and user
confidence. We propose a method to detect
hallucinations by looking at the structure of
the latent space and finding associations within
hallucinated and non-hallucinated generations.
We create a graph structure that connects gener-
ations that lie closely in the embedding space.
Moreover, we employ a Graph Attention Net-
work which utilizes message passing to aggre-
gate information from neighboring nodes and
assigns varying degrees of importance to each
neighbor based on their relevance. Our find-
ings show that 1) there exists a structure in the
latent space that differentiates between hallu-
cinated and non-hallucinated generations, 2)
Graph Attention Networks can learn this struc-
ture and generalize it to unseen generations,
and 3) the robustness of our method is enhanced
when incorporating contrastive learning. When
evaluated against evidence-based benchmarks,
our model performs similarly without access to
search-based methods.1

1 Introduction

Large Language Models (LLMs) have recently
surged in popularity, notably due to the emergence
of agents and models such as ChatGPT, Bard, Vi-
cuna, and LLaMA (Brown et al., 2020a; Pichai,
2023; Ji, 2023; Touvron et al., 2023). Despite
their increased capabilities for complex reason-
ing (Brown et al., 2020a), substantial challenges
persist in grounding LLM generations to verified
real-world knowledge. Ensuring that LLM gen-
erations are not only plausible but also factually

*Equal contribution.
1The full code can be found on our GitHub repository.

correct poses a complex problem (Xu et al., 2024),
which can be minimized (Liang et al., 2024) but so
far not eliminated. Needless to say, even though
LLMs possess an unparalleled ability to produce
fast, credible, and human-like output, they are
prone to hallucination (Ji et al., 2023a; Kasneci
et al., 2023). This challenge expresses the non-
trivial need for robust methods that detect and miti-
gate the spread of LLM-generated hallucinations.

Motivation The first underlying premise of this
study is that LLM hallucinations are not unstruc-
tured, i.e., hallucinations share characteristics in the
latent space. While extensive work has been done
to mitigate LLM hallucinations (Ji et al., 2023b;
Feldman et al., 2023; Martino et al., 2023), identi-
fying these by their structural properties remains
largely unexplored. Manakul et al. (2023) make a
first step into identifying model-agnostic hallucina-
tions through their SelfCheckGPT method, reliant
solely on black-box access to the model to infer
new generations. This method aligns with the idea
that, given the same query, non-hallucinated sam-
ples exhibit a higher degree of similarity with each
other than with hallucinated samples. We aim to
extend this exploration by analyzing if, indepen-
dent of the query, hallucinations share a higher
degree of similarity with each other than with non-
hallucinated generations. While SelfCheckGPT
employs an implicit approach to model consisten-
cies, we aim to do it explicitly by exploring seman-
tic correspondences between hallucinations in the
latent space. The second premise relies on the prin-
ciple of homophily, which expresses that entities
that share similar characteristics are more likely to
form connections with each other (Zhang et al.,
2016). In the context of hallucinations and text rep-
resentations, homophily suggests that samples that
share text-level characteristics tend to lie closer in
the embedding space. We study if the degree of
hallucination is such a characteristic.
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Based on the outlined premises and assumptions,
we propose leveraging graph structures and mes-
sage passing to reveal underlying patterns in the
data. Comparing sentences in the embedding space
involves assessing pairwise similarities between
any pair of sentences. This results in N(N − 1)/2
computations for N sentences, which is not com-
putationally expensive for a one-time calculation,
however, applying a neural network on top of this
structure does not scale computationally, even with
a simple single-layer feed-forward network. How-
ever, by leveraging the principle of homophily, we
can form a graph where only similar nodes will
have a direct connection between them, signifi-
cantly reducing computational costs.

Objectives This study proposes two hypotheses:
1) LLM hallucinations arise from a pattern, which
reflects in shared characteristics in the embedding
space, and 2) we can efficiently leverage these char-
acteristics using graph structures. We can formu-
late the following research questions:

1. Do LLM-generated hallucinations share char-
acteristics?

2. Can we leverage graph structures to identify
and learn these characteristics?

3. If learned, can we use this knowledge to iden-
tify hallucinations among new incoming LLM
generations through label recovery?

Contributions We introduce a hallucination de-
tection framework for LLM-generated content.
Given an existing dataset of hallucinations and
true statements, we 1) leverage semantically rich
sentence embeddings, 2) construct a graph struc-
ture where semantically similar sentences are con-
nected, 3) train a Graph Attention Network (GAT)
model that facilitates message passing, neighbor-
hood attention attribution and selection, and 4) em-
ploy the GAT model to categorize new sentences
as hallucinated or non-hallucinated statements.

According to our findings, 1) using semantic
information to form connections between entities
in the latent space helps to uncover links within
hallucinated and non-hallucinated statements, 2)
non-local aggregation enhances these links, 3) con-
trastive learning helps in distinguishing embed-
dings and leads to better performance, and 4) our
method can accurately classify new unseen sen-
tences as hallucinations or true statements.

The focus of this study is not getting on par
performance with SOTA. Instead, we bring new
hypotheses on the characteristics of LLM halluci-
nations. We implement and experiment with our
method on multiple datasets: 1) we generate our
own dataset by prompting an LLM to generate both
true and misleading statements given a query and
a context, and 2) we apply our framework to exist-
ing benchmark datasets to evaluate its performance
on non-controlled data. Comparisons with bench-
marks such as (Manakul et al., 2023; Thorne et al.,
2018a) show that our method achieves close perfor-
mance. Notably, we do not need access to external
knowledge, LLM logits, or additional inference
passes to the LLM, while keeping computational
costs minimal.

We hypothesize that the latent space holds rich
information beyond features such as contextualized,
syntactic, and semantic information, for which the
embeddings have been previously trained to cap-
ture. We also hypothesize that this information can
be discovered and leveraged using geometric infor-
mation. We propose a method that can be extended
beyond the hallucination problem, and which can
be generalized, applied to, and experimented with
using any categorical label.
2 Related Work

LLMs The field of Natural Language Processing
(NLP) has seen a significant evolution, from early
probabilistic approaches such as Naive Bayes (Kim
et al., 2006) to transformer models (Wolf et al.,
2020) with attention mechanisms (Vaswani et al.,
2017). This evolution also leads to LLMs which
play a significant role in NLP tasks and applica-
tions (Alec et al., 2019; Brown et al., 2020b), yet
they face a significant challenge known as halluci-
nation generation that has been thoroughly studied.

Prompt verification SelfCheckGPT (Manakul
et al., 2023) mitigates hallucinations using a
sampling-based approach that facilitates fact-
checking in a zero-resource fashion. The authors
leverage the idea that if an LLM has knowledge on
a certain subject, true generations from the same
query are likely to be similar and factually con-
sistent. They compare multiple query-dependent
generated responses to identify fact inconsisten-
cies indicative of hallucinations. Instead of only
retrieving the most likely generated sequence of
the model, they draw N further stochastic LLM
responses and query the model itself to ascertain
whether each sample supports the hallucination.
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In essence, SelfCheckGPT does not need exter-
nal knowledge but utilizes its internal knowledge
to self-detect structural aspects of hallucinations.
This approach, called prompt verification, achieves
a notable 67% AUC-PR score in factual knowledge
classification, showing potential for zero-shot fact-
checking. However, it involves computational over-
head as sampling LLM generations requires mul-
tiple forward passes to classify each single state-
ment. Outside of SelfCheckGPT, multiple other ap-
proaches leverage prompt verification (Dhuliawala
et al., 2023; Varshney et al., 2023).

Retrieval-based The Fact Extraction and Ver-
ification (FEVER) Shared Task (Thorne et al.,
2018a) brings together several other approaches
to hallucination detection. The task participants
were challenged to classify whether human-written
facts can be supported or refuted while having ac-
cess to documents retrieved from Wikipedia. The
task is mostly split into three parts. For docu-
ment selection, many teams adopt a multi-step ap-
proach, which typically involves techniques such as
Named Entity Recognition (Shaalan, 2014), Noun
Phrases (Zhang et al., 2007), and Capitalized Ex-
pression Identification. The results are then used as
inputs for querying a search API such as Wikipedia.
The next step involves extracting relevant sentences
through methods such as keyword matching, super-
vised classification, and sentence similarity scor-
ing. Finally, for natural language inference, the ex-
tracted evidence sentences are often concatenated
with the claim and passed through models such as
a simple multilayer perceptron (MLP), Enhanced
LSTMs (Chen et al., 2017), or encoder models to
synthesize and evaluate the relationships between
them. One notable difference between FEVER
models and previously described work (Manakul
et al., 2023) is that they have access to external
sources.

Benchmark datasets TruthfulQA (Lin et al.,
2022) proposes a benchmark for analyzing how
accurate a language model is in generating answers
given a question. The benchmark includes 817
questions spanning over 38 categories, which re-
quire a wide range of reasoning capabilities, such
as questions in health, law, finance, and politics.
Moreover, the questions are crafted in a manner
that could lead humans to provide incorrect an-
swers due to false beliefs or misconceptions. In
this work, the authors analyze the performance of
models such as GPT-3, GPT-Neo, GPT-J, GPT-2

and T-5 (Brown et al., 2020b; Black et al., 2022;
Alec et al., 2019; Raffel et al., 2020), identifying
that the best model was truthful on only 56% of
the generations, while human performance reaches
94%. Compared with the other hallucination bench-
marks, the correctness of an answer in TruthfulQA
can only be assessed in association with its query.
Therefore, we do not consider these answers as hal-
lucinations on their own. While we could model
this dataset by merging all answers with their as-
sociated queries, that would induce a major bias in
the semantic similarity calculations when forming
our method’s graph structure. As a result, we do
not evaluate our method on TruthfulQA but focus
on datasets where hallucinations can be detected
on the answer level only.

Other hallucination detection methods There
are numerous alternative approaches. Luo et al.
(2023) tests the familiarity of the LLM with the
query prior to generation. The model withholds
generation if the familiarity is low. Other stud-
ies look into Bayesian estimation in retrieval-
augmented generation. Wang et al. (2023) achieves
an AUC-PR of around 62% for factual knowledge,
but introduces additional time and compute due to
reliance on a search engine for external evidence
retrieval. Another approach (Chen et al., 2023)
aims to detect hallucinations through training a dis-
criminator on the RelQA LLM-generated question-
answering dialogue dataset. Their method achieves
85.5% accuracy on automatic labels and 82.6%
AUC-PR on human labels, although reliance on
human annotations introduces ambiguity.

In comparison to previous work, our method
does not require access to external knowledge, nor
to the LLM used for generating data, avoids biases
associated with additional prompting, and elimi-
nates costs associated with further inference.

3 Methodology

Assume a dataset D = {(xi, yi)}ni=1 consisting
of n samples, where xi denotes a sentence and yi
represents an ordinal categorical label indicating
the degree of hallucination of xi.

3.1 Graph Construction

Consider a model ϕ(x) = e, where e ∈ R768,
which maps xi to its sentence-level embedding rep-
resentation ei. We construct a graph G = (V, E) as
follows:
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• V is the set of nodes. Each node v ∈ V corre-
sponds to a single data point xi from dataset
D. More precisely, the features of a node con-
sist of the sentence-level embedding ϕ(xi).
We employ BERT (Devlin et al., 2019) as the
model ϕ to transform textual representations
into embeddings.

• Two utterances {u, v} ∈ V are connected with
an edge (u, v) ∈ E if and only if the semantic
similarity between nodes u and v exceeds a
threshold τ . The semantic similarity between
two utterances is calculated using cosine simi-
larity.

The choice of τ must ensure a balance in graph
connectivity. Ideally, the node degree distribution
should be relatively uniform, with a limited number
of both highly connected and disconnected nodes.
Additionally, we aim to avoid spikes in node de-
grees, as they may indicate the formation of hubs.
The value of τ is dependent on the D.

3.2 Graph Attention Network
We employ a GAT model (Veličković et al., 2018)
on our semantically-driven graph structure G. Com-
puting attention scores over sentence embeddings
involves significant computational costs due to their
high-dimensional representation. Consequently,
we first reduce the dimensionality of node features
by training a basic MLP. Then, we apply GAT on
the reduced node features. The model will learn to
map the sentence embeddings to a label indicating
its degree of hallucination. We choose to model
this problem with graph structures for two primary
reasons: 1) to aggregate information via message
passing, driven by our intuition that sentences that
exhibit similar degrees of factuality share common
structural components, and 2) to leverage edge
weights, such that the level of similarity influences
the information shared through message passing is
expected to influence the message passing mech-
anism. We formalize the problem as an ordinal
regression task as follows:

• Label Encoding: If a data point xi has as-
sociated label L, then it is classified into all
lower labels. Let L be an ordinal label and
encode(L) be the corresponding encoding.
Then, we can define encode(L) as:

encode(L)i =

{
1 if i ≤ L

0 otherwise
(1)

where encode(L)i represents the ith element
of the encoding vector.

By employing a graph-based model, we aim to
validate our assumptions that hallucinations exhibit
shared characteristics within the embedding space.
We add connections between sentences that show
a high degree of similarity and, during training,
we exchange information between nodes and their
local neighborhood.

3.3 Label Recovery Task

Assume a new evaluation dataset D′. We first ap-
pend D′ to the existing graph G = (V, E), and then
perform one forward pass to the trained GAT using
the new graph G′ = (V ∪V ′, E ∪E ′ ∪A) to solve a
label recovery task. A represents the edges formed
between the nodes V and V ′. We define the label
recovery task as follows:

• Label recovery: Consider a graph G =
(V, E), where V is the set of vertices and E
the set of edges. The label recovery task in-
volves inferring missing labels for a subset of
nodes U ⊆ V based on available information
of the known labels of nodes V \ U .

3.4 Data Generation

We first apply our method to our own hallucination-
generated dataset. Creating our own dataset allows
for more control over the modeling choices and
requirements of our methodology, such as degree of
connectivity, homophily, and encoding techniques,
ensuring a more targeted evaluation. However, we
recognize the importance of generalizability, and
therefore we also validate our approach on existing
datasets to assess its performance across diverse
contexts and benchmarks.

Prompt During the process of LLM-driven hallu-
cination generation, we design a prompt that guides
the model to create statements for a multiple-choice
exam, as shown in Appendix A. In our prompt, we
refer to hallucinations as misleading statements.
This is a modeling choice we took because halluci-
nations and misleading statements are conceptually
similar, however, by labeling them as misleading
we guide the model to generate statements intended
to deceive the reader into believing they are true.
This approach ensures the generation of hard in-
context hallucinations instead of general hallucina-
tions.
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Retrieval-based generation We construct our
data using retrieval-augmented generation on a rep-
resentative question-answer (QA) dataset. We first
sample queries along with their corresponding an-
swer and associated context. We then instruct the
LLM to generate a multiple-choice exam, where
queries act as exam questions. This technique ori-
ents the LLM to generate misleading statements
alongside true statements for each prompting stage,
as a form of conditional generation. The evaluation
of the generated data is conducted solely through
human assessment. Although the exam-instruction
format facilitates the generation of misleading state-
ments, we acknowledge that LLMs are susceptible
to bias and hallucinations, which can be reflected in
our generated dataset. Existing biases in the model
might skew the types of hallucinations in an unin-
tended way, however, we assume that the effects
of LLM hallucinations when intentionally induced
have minimal impact on our study. We use two
prompting techniques for instructing the LLM to
generate both true and misleading answers, given
either 1) the query, or 2) the query with its associ-
ated context, both part of the QA dataset. The latter
is aimed at obtaining context-aware true statements
from the LLM.

We thus generate a dataset that contains, for each
query, 11 statements: 1 true extracted from the
QA dataset, 1 true without context generated, 1
true with context generated, and 8 hallucinated
generated statements. The overview of this process
is illustrated in Figure 1. We provide the prompts
in Appendix A. Each statement is assigned a label
yi ∈ [0, 1, 2, 3] representing hallucinated, true w/o
context, true w/ context, and true statement. We
solve a categorical regression task, and as such, the
labels are ordinal one-hot encoded as presented in
Section 3.2.

Figure 1: Data generation process.

4 Experimental Setup

4.1 Dataset

We used data from MSMARCO-QA (Nguyen et al.,
2016), selecting 2000 questions within the biomed-
ical domain (Xu et al., 2020) with answers con-
sisting of a minimum of five words, to avoid sen-
tences with explicit meaning only when paired
with their corresponding question (examples are:
"Yes", "No", "Non-surgical", or "Virus infection").
As mentioned in Section 3.4, each entry in the
MSMARCO-QA dataset consists of the query, an-
swer, and context. We use the queries and con-
text to generate true w/ context, true w/o context,
and hallucinated statements by prompting Meta’s
instruction-tuned Llama2 (Touvron et al., 2023)
13B model2. The dataset is randomly divided into
three segments: training, validation, and test, with
partitions of 70%, 15%, and 15%, respectively. The
random division is done on the sentence level, there-
fore same query generations are not necessarily in
the same data partition.

4.2 Graph

We use the English uncased version of BERT (De-
vlin et al., 2019)3 for sentence embeddings. The
graph is constructed over the entire dataset, with
designated masks for the training, validation, and
test sets. Edges are formed between nodes with co-
sine similarity above a threshold τ = 0.85, which
was selected empirically to strike a balance, ensur-
ing a reasonable level of graph connectivity. The
resulting undirected graph has approximately 26M
out of a potential of 240M edges (fully-connected).
Additionally, we use the cosine similarity values as
edge attributes.

4.3 Graph Attention Network

The embeddings are reduced to a dimensionality
of 32 features using a trained single-layer MLP.
The GAT model incorporates a single graph atten-
tion convolutional layer, transitioning from 32 to
3 dimensions, with 2 attention heads. The GAT
model explores and aggregates information from
the immediate neighborhood based on the attention
mechanism.

2https://huggingface.co/OpenAssistant/llama2-13b-orca-
8k-3319

3https://huggingface.co/bert-base-uncased
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4.4 Baselines

We employ a three-layer MLP with ReLU activa-
tions, using the same BERT model for sentence
embeddings, but with concatenated query-answer
as inputs. As a second baseline, we employ a
larger pre-trained language model DeBERTa (He
et al., 2021)4, processing query-answer pairs in
a unified encoder for improved contextual under-
standing and predictions. The MLP offers a simple
yet powerful method for analyzing relationships
between the generations and respective queries
and has been shown to be efficient in sentence-
level analysis (Ramdhani et al., 2022; Akhtar et al.,
2017). Meanwhile, DeBERTa is a complex trans-
former model that facilitates deeper comparisons
of attention effects and structural differences be-
tween transformers and lightly connected graphs.
Unlike our graph-based model, which relies solely
on answer embeddings, the baselines utilize embed-
dings from both queries and answers, enhancing
semantic expressiveness for better differentiation
among classes.

4.5 Training

The model selection process is based on optimal
macro-recall performance on the validation split,
offering a comprehensive evaluation of the model’s
ability to identify instances across all classes, cru-
cial in the context of highly imbalanced data. Train-
ing spans over 500 epochs utilizing the Adam op-
timizer (Kingma and Ba, 2017) with fixed learn-
ing rate 1 × 10−3. The model is trained to solve
a categorical regression task using Binary Cross
Entropy (BCE) loss (Good, 1952). This choice
reflects the need for nuanced penalization of mis-
classifications, where the model applies a lower
penalty for misclassifying adjacent, compared to
further-apart labels. Efforts are made to prevent
data leakage between the data partitions. During
training, weights corresponding to edges that con-
nect nodes with either validation or test nodes are
nullified, ensuring no information exchange (Equa-
tion 2). Backpropagation happens exclusively over
the training nodes. Similarly, during validation, we
modify edges connecting to test nodes (Equation
3). Recall is calculated exclusively on validation
nodes. The full graph is used to assess performance
on the test set (Equation 4).

4https://huggingface.co/MoritzLaurer/DeBERTa-v3-base-
mnli-fever-anli

N (i) = {j|(i, j) ∈ E , i ∈ Ntrain and
j ∈ N\{Nval ∪Ntest}} (2)

N (i) = {j|(i, j) ∈ E , i ∈ Nval and j ∈ N\Ntest} (3)
N (i) = {j|(i, j) ∈ E , i ∈ Ntest} (4)

4.6 Evaluation Metrics
We calculate three metrics to evaluate the perfor-
mance of our approach. Macro-recall assesses the
model’s accuracy in identifying individual classes,
while macro-precision evaluates prediction accu-
racy per class. AUC-PR calculates the area under
the precision-recall curve, providing a measure for
binary classification performance. Additionally,
these metrics are robust against class imbalance,
making them suitable for evaluating our model on
our imbalanced dataset.

4.7 Benchmark Datasets
In our study, we utilize two human-generated
and annotated benchmarking datasets, namely
FEVER (Thorne et al., 2018a) and SelfCheck-
GPT (Manakul et al., 2023). Our method can
be generalized across other domains. To apply
our method to another dataset, we re-construct the
graph with the respective data partitions and rede-
fine the labeling accordingly. These datasets are
used for evaluating the performance of our models
under conditions that mimic real-world scenarios.
The specific methodologies employed for their use
are discussed in Section 2.

The FEVER dataset (Thorne et al., 2018a) con-
tains 185445 claims which are divided into three
types of claims, namely Supports, Refutes, and
Not Enough Info, each paired with evidence sen-
tences. To apply our method to the FEVER dataset,
we re-define the label as yi ∈ [0, 1, 2] and gen-
erate the graph based on the train/val/test parti-
tions of FEVER. The participating models (Thorne
et al., 2018a) formulate careful data processing
approaches and make use of external sources to
verify the factuality of the claims. If search-based
evidence is found for a claim, it is classified as Sup-
ports or Refutes. Similarly, if no evidence is found,
it is labeled as Not Enough Info.

The SelfCheckGPT dataset (Manakul et al.,
2023) consists of 1908 sentences categorized as
Accurate, Minor inaccurate, and Major inaccu-
rate. To apply our method to SelfCheckGPT, we
again redefine the labels as yi ∈ [0, 1, 2] and gen-
erate the graph by randomly splitting the data into
train/val/test sets.
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5 Results

5.1 Non-local Aggregation
To address our first research question, more specif-
ically 1. Do LLM-generated hallucinations share
characteristics?, we analyze if our framework iden-
tifies an underlying structure of the embedding
space. As shown in Table 1, GAT exhibits bet-
ter performance compared to DeBERTa-QA and
MLP-QA on all metrics. GAT has approximately
17% higher recall than both baseline models on the
validation set. This suggests its superior ability to
identify positive instances, reduce false positives,
and effectively differentiate between true and hal-
lucinated statements.

Table 1: Comparing performance between GAT, 3-layer
MLP, and DeBERTa using query answer (QA). The best
results for each metric and dataset split are highlighted
in bold.

Split Model Recall Precision AUC-PR

Train
GAT 0.5069 0.5844 0.4153
DeBERTa-QA 0.3882 0.5404 0.3517
MLP-QA 0.3214 0.3880 0.2718

Val
GAT 0.4972 0.5717 0.4096
DeBERTa-QA 0.3206 0.5059 0.3357
MLP-QA 0.3150 0.3622 0.2953

5.2 Contrastive Learning
Initial experiments revealed that BERT embeddings
are not discriminative enough for our task. This
is intuitively to be expected: we hypothesize that
hallucinations share features in the latent space.
However, this does not imply that these features
are inherently discriminative within BERT embed-
dings, as BERT is trained to capture contextual,
syntactic, and semantic information, rather than
“validity” or “truthfulness”.

To acquire enriched embeddings, we train a Con-
trastive Learning (CL) (Khosla et al., 2020) MLP
on the train set. This choice aims to strengthen the
model’s ability to differentiate between classes. In
CL, larger batch sizes often enhance performance
by allowing more comparisons with negative ex-
amples, smoothing loss gradients. We found that
a batch size of 256 suffices for good results. Ex-
tended training periods notably benefit CL. We
train for 1000 epochs using a decoupled weight
decay optimizer (Loshchilov and Hutter, 2019). Pa-
rameter group learning rates are set with a cosine
annealing schedule (Loshchilov and Hutter, 2017).

Our contrastive learned MLP (CL + MLP) con-
sists of two linear layers: input size 768, sequen-
tially transitioning to 768, and then to 128 with
ReLU activation. After contrastive learning, the
32-dimensionality reduction MLP is applied.

5.3 Ablation Study
To assess the impact of incorporating CL, we com-
pare the metrics of GAT with and without CL,
alongside the MLP baseline. We train the MLP
with CL to differentiate between answers only,
leading to a new baseline MLP-A. This MLP is
a two-layer model with hidden sizes 64 and 32, and
ReLU activation. This comparison is excluded for
the DeBERTa model, as MLP-A is trained solely on
answers, and DeBERTa uses different embeddings,
potentially leading to a distribution shift.

To further address our first research question, we
evaluate the model’s performance both with and
without contrastive learning (CL). Table 2 reveals
significant improvements in GAT’s performance
with CL, particularly a remarkable 32% increase
in recall on the train set. While the validation set
also shows overall improvements, there is a slight
3% dip in precision, countered by an approximate
3% increase in recall. Without CL, MLP’s perfor-
mance appears random. After using CL, there is
an apparent improvement across all metrics. In
particular, there is a 20% improvement in both pre-
cision and recall for the train set. Validation recall
sees an approximate 10% increase, while precision
increases by around 20%.

Table 2: Comparing performance between GAT, MLP,
and kNN using contrastive learning (CL) versus without,
with only answer (A) embeddings. For kNN we only
show validation results. The best results for each metric
and data split are highlighted in bold.

Split Model Recall Precision AUC-PR

Train

GAT 0.5069 0.5844 0.4153
CL + GAT 0.8244 0.8281 0.7118
MLP-A 0.2512 0.3123 0.2014
CL + MLP-A 0.4286 0.5892 0.3987

Val

GAT 0.4972 0.5717 0.4096
CL + GAT 0.5305 0.5438 0.4212
MLP-A 0.2256 0.3110 0.2057
CL + MLP-A 0.3589 0.4956 0.3278
kNN 0.2434 0.1895 0.2494

Despite CL significantly improving the results,
the ablation study reveals it is not the only factor
in improving performance. To answer our next
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research question 2. Can we leverage graph struc-
tures to identify and learn these characteristics?,
we employ k-Nearest Neighbour (kNN) with CL-
learned embeddings. We assess the independent
expressiveness of these embeddings, anticipating
that sufficiently robust embeddings would enable
a reliable majority-voting mechanism. However,
with k = 5, kNN shows consistent underperfor-
mance (detailed in Table 2). Further exploration
involved training the same MLP as introduced in
Section 5.2, which showed improved performance
compared to MLP without CL-learned embeddings.
However, the MLP still trailed the performance of
GAT, with approximately a 20% decrease in vali-
dation recall, highlighting the significance of the
graph structure. The attention mechanism of GAT
is crucial in accurately identifying important neigh-
bors. This refined approach which is solely reliant
on spatial similarity outperformed the kNN method,
highlighting the advantages of graph structures for
efficient information propagation. Furthermore,
edge masking ensures robustness by preventing
information exchange between training and valida-
tion/test nodes during training. This method acts as
a regularizer, enhancing the model’s generalization
capabilities (Rong et al., 2020).

5.4 Test Set Performance
Finally, to address the research question 3. If
learned, can we use this knowledge to identify
hallucinations among new incoming LLM genera-
tions through label recovery?, we analyze the best-
performing models by validation recall. The mod-
els that showcase the highest performance are GAT
with and without contrastive learning. To ensure a
fair comparison, we also consider the performance
of the third-best model on the test set. The results
are shown in Table 3. Performance on the test set
reveals that GAT with CL outperforms the other
models on every metric except precision. The GAT
structure proves crucial for higher recall.

Table 3: Comparing performance on the test set between
the best performing models: GAT, MLP with CL, and
GAT without CL. The best results for each metric and
data split are highlighted in bold.

Recall Precision AUC-PR

CL + GAT 0.5142 0.5430 0.4057
GAT 0.4830 0.5603 0.3887
CL + MLP-A 0.3727 0.5122 0.3419

5.5 Generalizability on Other Benchmarks

We assess the generalizability of our method on
two real-world datasets, namely FEVER (Thorne
et al., 2018a) and SelfCheckGPT (Manakul et al.,
2023). Section 2 discusses their original applica-
tions, while Section 4.7 details how we modify the
labels for our model.

To benchmark our model’s performance, we
compare the results against the best performance
of the first FEVER Shared Task challenge (Thorne
et al., 2018b), shown in Table 4 as UNC-NLP. Our
model outperforms UNC-NLP in precision, with
accuracy being 4% lower. However, it is important
to stress that, in comparison, we solve a closed-
book problem, avoiding the computational over-
load and necessity of any external data or search-
based model.

Table 4: For FEVER(Thorne et al., 2018a): Performance
metrics on the FEVER dataset. The best results are
highlighted in bold.

Method Recall Precision Label Accuracy

CL + GAT 0.7079 0.4712 0.6471
UNC-NLP 0.7091 0.4227 0.6821

Following the methodology in SelfCheck-
GPT (Manakul et al., 2023), we use DeBERTa-
large for sentence embeddings. Our model falls
short of the pairwise consistency metrics com-
puted using DeBERTa-large embeddings (with
BERTScore), as demonstrated in Table 5. A plausi-
ble explanation is the dataset’s small size. The
method with BERTScore needs multiple LLM-
generated statements, while our method, trained
on a small set, requires more examples for effective
learning.

Table 5: For SelfCheckGPT(Manakul et al., 2023): Fac-
tual sentences are labelled as Accurate, NonFactual sen-
tences are labelled as Major- and Minor-inaccurate.
AUC-PR scores for Random and w/ BERTScore are
computed on the entire dataset; our method’s scores
are calculated on the test set. The best results are high-
lighted in bold.

Method
Sentence-level (AUC-PR)
NonFactual Factual

Random 0.7296 0.2704
LLM + BERT Scores 0.8196 0.4423
CL + GAT 0.7799 0.4002
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6 Conclusion

This study shows the potential of GAT in LLM hal-
lucination detection. Its adaptability and capabili-
ties to find underlying graphical structures provide
a significant advantage in discriminating between
real and hallucinated generations. In the realm of
hallucination detection, where information inter-
connects in complex ways, GATs’ proficiency in
navigating these connections proves invaluable.

Overall, this research reveals the pivotal role of
structural information within graphs in discrimi-
nating between true and hallucinated statements.
The incorporation of non-local aggregation serves
to fortify these connections. The integration of
a contrastive learned embedder enhances the dis-
cernment between true and hallucinated statements.
Furthermore, this framework exhibits the capacity
to extend beyond initial data, enabling generaliza-
tion to real hallucinations.

Limitations and Future Work Several limita-
tions to our approach should be considered: 1) it
requires effort to model the data, create ordinal
categorical labels, and construct the graph struc-
ture; 2) it does not allow for transparency at all;
3) the method is difficult to scale, as adding nodes
involves an exponential number of embedding com-
parisons for adding edges in the graph. Moreover,
GATs face a limitation when adding new nodes to
the graph, hindering real-time classification. Ad-
dressing these limitations could be a focus for fu-
ture work, with the exploration of dynamic graph
attention networks (Shi et al., 2021) offering po-
tential solutions. Dynamic GATs may facilitate
the addition of new nodes, enabling real-time adap-
tation to evolving graph structures and addressing
the current impracticality of real-time classification.
Moreover, while the idea of this research was to
model semantic relationships between individual
utterances without explicitly assuming any connec-
tion between retrieval-based true statements and
generations, it would be interesting to also simulate
the query-answer baseline setting with the attention
mechanism and analyze how the performance of
our model changes.
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A Appendix

Figure 2: Prompt 1: Without provided Context
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Task: {Imagine you are crafting a multiple-choice
exam in the field of biomedical studies.}

{Your task is to generate a set of statements related
to a given question.}

{Provide one accurate statement as the correct
answer (Answer 1) and four misleading statements
that should appear as plausible distractors
(Answers 2 to 5).}

{Ensure that the incorrect answers are not easily
mistaken for accurate information related to the
question.}

Question: {What is the role of the BRCA1 gene in
breast cancer?}

Context: {}
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 3: Prompt 2: With provided Context
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Task: {Imagine you are crafting a multiple-choice
exam in the field of biomedical studies.}

{Your task is to generate a set of statements related
to a given question.}

{Provide one accurate statement as the correct
answer (Answer 1) and four misleading statements
that should appear as plausible distractors
(Answers 2 to 5).}

{Ensure that the incorrect answers are not easily
mistaken for accurate information related to the
question.}

Question: {What is the role of the BRCA1 gene in
breast cancer?}

Context: {The BRCA1 gene is a gene on chromo-
some 17 that produces a protein responsible for
repairing DNA. Mutations in this gene can lead
to reduced protein functionality, impairing DNA
repair processes. This impairment increases the
risk of mutations in other genes, which can result
in uncontrolled cell growth and potentially lead
to the development of breast cancer. The presence
of mutated BRCA1 is a significant marker for an
increased risk of breast and ovarian cancers in
women, making genetic testing a key preventive
measure for those with a family history of these
cancers.}

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Abstract
Symbolic sentence meaning representations,
such as AMR (Abstract Meaning Representa-
tion) provide expressive and structured seman-
tic graphs that act as intermediates that sim-
plify downstream NLP tasks. However, the
instruction-following capability of large lan-
guage models (LLMs) offers a shortcut to effec-
tively solve NLP tasks, questioning the utility
of semantic graphs. Meanwhile, recent work
has also shown the difficulty of using meaning
representations merely as a helpful auxiliary
for LLMs. We revisit the position of semantic
graphs in syntactic simplification, the task of
simplifying sentence structures while preserv-
ing their meaning, which requires semantic un-
derstanding, and evaluate it on a new complex
and natural dataset. The AMR-based method
that we propose, AMRS3, demonstrates that state-
of-the-art meaning representations can lead to
easy-to-implement simplification methods with
competitive performance and unique advan-
tages in cost, interpretability, and generaliza-
tion. With AMRS3 as an anchor, we discover
that syntactic simplification is a task where se-
mantic graphs are helpful in LLM prompting.
We propose AMRCoC prompting that guides
LLMs to emulate graph algorithms for explicit
symbolic reasoning on AMR graphs, and show
its potential for improving LLM on semantic-
centered tasks like syntactic simplification.

1 Introduction

Frameworks for symbolic sentence meaning repre-
sentations, exemplified by UCCA (Abend and Rap-
poport, 2013), Abstract Meaning Representation
(AMR) (Banarescu et al., 2013), and UMR (Gysel
et al., 2021), provide varying levels of abstraction
away from the lexical and syntactical structures of
natural language sentences, commonly in the form
of semantic graphs (Oepen et al., 2020). Com-
pared to dense representations such as semantically

Code, models, and data are available at https://github.
com/U-Alberta/AMRS3.

meaningful embeddings (Reimers and Gurevych,
2019), representing the meaning of a sentence as
a graph allows for the use of classical (and ex-
plainable) algorithms (e.g. traversal and partition)
to ease the development of more controllable and
interpretable methods for semantic-focused NLP
applications, including but not limited to text sim-
plification (Sulem et al., 2018), question answering
from knowledge bases (Kapanipathi et al., 2021),
and text-style transfer (Shi et al., 2023).

Meanwhile, large language models (LLMs), rep-
resentatively the ChatGPT (Ouyang et al., 2022;
OpenAI, 2023) and Llama (AI@Meta, 2024) fami-
lies, have demonstrated prevailing performance in
the aforementioned applications. Their instruction
following capability (Ouyang et al., 2022) enables
training-free adaptation to specific tasks, which, in
terms of the burden for implementation, is at a sim-
ilar level to that of writing graph algorithms on top
of semantic graphs. This prompts researchers to re-
think the role of symbolic meaning representations
in the era of LLMs, and to explore the potential of
combining the two paradigms, with the negative
findings that directly appending AMR to the input
of LLMs is not beneficial, if not harmful, in many
tasks (Jin et al., 2024).

Along these lines, we study the task of syntactic
simplification and aim to answer two research ques-
tions: RQ1 (§4): Can state-of-the-art meaning rep-
resenting semantic graphs provide a light-weight,
easy-to-implement, and interpretable alternative to
LLMs for this task? RQ2 (§5): Can it be helpful to
supply semantic graphs as auxiliaries to LLMs to
improve their performance on this task?

Syntactic simplification, including variants like
Split and Rephrase (Narayan et al., 2017), sentence
splitting (Niklaus et al., 2019) and Gao et al. (2021),
is a type of text simplification task that aims to
rewrite sentences to reduce the syntactic complex-
ity while preserving its meaning, typically oper-
ationalized by converting a complex text into a
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set of atomic sentences with simpler structures. It
has practical applications in improving text acces-
sibility for less-proficient readers (Watanabe et al.,
2009), improving weaker NLP pipelines (Niklaus
et al., 2023), and detecting hallucination in com-
plex statements (Hou et al., 2024). Despite modi-
fying syntactic structures as the outcome, the task
is inherently semantic-focused, as sentences are
expected to be atomic in meaning and semanti-
cally equivalent to the original complex sentence,
making semantic graphs a natural choice as an in-
termediate.

To answer RQ1, we propose AMRS3 (shorthand
for Abstract Meaning Representation for Syntactic
Sentence Simplification), a simple yet effective
graph-based algorithm that breaks down the AMR
graph of a complex sentence into a set of subgraphs,
each corresponding to a semantic unit. The sub-
graphs then guide the generation of simpler sen-
tences which form the final output. AMR is chosen
as it is the meaning representation that receives
more attention in recent developments of treebanks
(Knight et al., 2020), parsing (Xu et al., 2023),
text generation (Bai et al., 2022), and cross-lingual
adaptation (Wein and Schneider, 2024), and it re-
flects the state-of-the-art of graph-based meaning
representation. We demonstrate that with a well-
developed semantic graph like AMR, a syntactic
simplification system can be derived from simple
rules as a lightweight alternative to LLMs. Eval-
uations on the synthetic WebSplit (Narayan et al.,
2017) dataset and real-world complex sentences
from a Humanities corpus (Brown et al., 2022)
show that AMRS3 yields simplifications that are com-
parable to those of complex existing systems and
LLMs in terms of both syntactic simplicity and
meaning preservation, while enjoying, in princi-
ple, the merits of simplicity, interpretability, and
language-neutrality.

It is unsurprising that LLM outperforms sym-
bolic methods in syntactic simplification (Ponce
et al., 2023). We aim to answer RQ2 and see
whether AMR still has merits as an auxiliary to
LLMs (namely GPT-3.5 and Llama-3-8B) in this
task. Contrary to Jin et al.’s (2024) report that di-
rectly adding AMR to the input is harmful in many
tasks, we find syntactic simplification slightly bene-
fits from the auxiliary AMR inputs. We investigate
what elements of AMR are helpful to LLMs in our
case, and find that prompting in Chain-of-Code
(Li et al., 2023) style allows LLMs to emulate the
execution process of AMRS3 and perform reasoning

over AMR graphs, providing insights on how AMR
can be made a useful auxiliary for LLMs in this
and other semantic-centered tasks.

We contribute a LLM-era’s perspective on graph-
ical approaches toward the long-standing task of
syntactic simplification: the task is benchmarked
on a hard and natural complex sentence dataset that
we construct; we offer a reference point of the latest
developments in symbolic meaning representations
for the task; and finally, we provide insights on the
role of symbolic meaning representations in the era
of LLMs that complement recent work.

2 Related Work

Text Simplification. Syntactic simplification is
a subtask of automated text simplification, the
problem of improving text readability and under-
standability while retaining information, that has a
wide spectrum of forms (Al-Thanyyan and Azmi,
2022): complementing syntactic simplification, lex-
ical simplification focuses on replacing complex
words with simpler synonyms (Paetzold and Spe-
cia, 2017). Meanwhile, summarization is another
form of simplification that removes superfluous in-
formation or unnecessary details (Nenkova et al.,
2011). Given the difference in focuses, general text
simplification benchmarks and evaluations such as
those of Maddela et al. (2023) and Alva-Manchego
et al. (2021) do not directly apply to syntactic sim-
plification in isolation.

Syntactic Simplification. Prior to LLMs, syn-
tactic simplification was commonly modeled as
a sequence-to-sequence task where systems are
trained on parallel corpora synthesized from knowl-
edge graphs (Narayan et al., 2017), mined from
Wikipedia (Botha et al., 2018) and translations
(Kim et al., 2021), or crowd-sourced (Gao et al.,
2021). These specialized models struggle to gen-
eralize to unseen data, which our work demon-
strates is solvable with simple rule-based methods
combined with a powerful semantic representation
(AMR). This combination is admittedly not a new
idea: DisSim (Niklaus et al., 2023) is a performa-
tive simplification system, yet it relies on a larger
set of expert-crafted lexical rules that is not as
simple and transferrable as our approach. DSS
(Sulem et al., 2018) uses UCCA as the semantic
representation, and we inherit its idea and build on
AMR which is more powerful. Ponce et al. (2023)
evaluates fine-tuning LLMs on a split-and-rephrase
dataset, while our analysis on LLM focuses on the
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zero-shot instruction-following setting.

Symbolic Reasoning for LLM. Jin et al. (2024)
suggest that adding serialized AMR graphs to the
input of LLM in a direct manner is not effective
in prompting LLM to perform implicit reasoning
over the AMR graph. This is consistent with the
observation that LLM needs guidance on task de-
composition to perform complex reasoning (Wei
et al., 2022) such as manipulating AMR. However,
symbolic data, such as code and AMR, likely has
the potential to benefit LLM (Yang et al., 2024).
Our work investigates whether methods prompting
LLM to perform explicit symbolic reasoning, such
as Chain-of-Code (Li et al., 2023), can be more
helpful than direct prompting as in Jin et al. (2024).
An alternative to prompting, which is beyond the
scope of this work, is to fine-tune the LLM across
symbolic reasoning tasks including AMR to im-
prove its reasoning ability Xu et al. (2023).

3 Task Setting

In our studies, we consider only the hard cases
of syntactic simplification (Niklaus et al., 2019)
where a complex sentence needs to be simplified
into multiple ones (typically more than two). To
the best of our knowledge, there is a lack of high-
quality benchmarking datasets for this task. Syn-
thetic and mined datasets such as WikiSplit (Botha
et al., 2018) and BiSECT (Kim et al., 2021) come
with reference simplifications, but they only focus
on binary splits, with WebSplit (Narayan et al.,
2017) being an exception. The manually labeled
DeSSE dataset (Gao et al., 2021) is in the domain
of student essays where the sentences are relatively
simple. The usefulness of the provided reference
simplifications is limited, as they are often not of
high quality and the granularity of the splits is pre-
defined by the dataset generation process. This
motivates us to use reference-less evaluation met-
rics to assess the quality of the generated splits
from the aspects of simplicity and meaning preser-
vation separately (Cripwell et al., 2024), and create
a natural and realistic dataset of complex sentences.

Datasets. As an instance of traditionally used
benchmark datasets, we use WebSplit’s test set
(WEBSPLIT), with the caveat that it is unnatural.
Meanwhile, we mine for sentences with high word
and entity mention counts from the Orlando bibli-
ography corpus (Brown et al., 2022), which results
in a set of structurally-complex realistic sentences

expressing rich relations, written by digital human-
ists (ORLANDO). Table 1 provides a summary of
the size and nature of the two datasets.

Assessing Simplicity. We measure the opposite
of simplicity, the syntactic complexity of sentences,
by L2SCA (Lu, 2010), a widely adopted set of fea-
tures that highly correlate with human judgments
of syntactic complexity. It measures 14 features
from five syntactic aspects. For the clarity of pre-
sentation, from each aspect, we choose one feature
with the highest correlation with human judgments.

Assessing Meaning Preservation. Following re-
cent work (Ponce et al., 2023; Cripwell et al., 2024),
we use BERTScore Recall (Zhang et al., 2020)
computed with DeBERTa-NLI1 (He et al., 2021) to
assess whether the meaning of the original sentence
is preserved in the simplification. We do not fol-
low previous work relying on BLEU as its lack of
semantic understanding is criticized for being par-
ticularly unsuitable for simplification tasks (Sulem
et al., 2018; Alva-Manchego et al., 2021).

4 AMR for Rule-based Simplification

We argue that Abstract Meaning Representation
(AMR) is suitable for syntactic simplification, as
its abstraction away from surface strings and syn-
tactic structures (Oepen et al., 2020) allows us to
define concise and interpretable rules for simplifi-
cation, and its well-developed resources for parsing
and generation provide a guarantee for high-quality
conversions between text and graphs. This leads
to the development of AMRS3 , an AMR-based sys-
tem for syntactic simplification that is driven by a
handful of simple and interpretable rules.

4.1 Rule Set

As illustrated in Figure 1, AMRS3 at a high-level
projects a complex sentence to the space of AMR
graphs using a semantic parser, and then breaks
down the AMR graph of a complex sentence into a
set of subgraphs, each corresponding to a semantic
unit, which are then realized into simpler sentences
using an AMR-to-text model.

An AMR graph (as in Fig. 1) is a rooted directed
acyclic graph where nodes represent concepts and
edges represent relations between concepts (Ba-
narescu et al., 2013). Non-leaf nodes in AMR are
usually core concepts (highlighted nodes in Fig. 1)

1microsoft/deberta-xlarge-mnli as suggested by lat-
est BERTScore guidelines.
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Dataset Size Example
WEBSPLIT 938 Addiction journal is about addiction and is published by Wiley-Blackwell which

has John Wiley & Sons as the parent company .
ORLANDO 1,104 She covers several British trials on sexual matters and on what might be de-

scribed as trumped-up evidence: the prosecution of Penguin Books for publish-
ing Lawrence’s Lady Chatterley’s Lover, 1960, the trial of ex- Liberal Party
leader Jeremy Thorpe for conspiracy to murder, and the trial of Stephen Ward
(described by the Oxford Dictionary of National Biography both as osteopath
and scapegoat and as the British Dreyfus) for living on immoral earnings in the
wake of the resignation of Minister John Profumo on 4 June 1963.

Table 1: Summary the two datasets of complex sentences, where WEBSPLIT is synthesized and unnatural while
ORLANDO contains natural sentences of absurd complexity similar to the examples.

move-01
city

they

back

live-01
date-entity “Chaldon”

cottage

1935

primitive

know-02

stone

location

“24 West Chaldon”

:directi
on

:tim
e

:year

:purpose
:ARG0

:ARG1

:name

:ARG0

:location

:mod

:ARG1-of

:consist-of

:ARG2

:name

“In 1935 they moved back to 
Chaldon, to live in a primitive 
stone cottage known as 24 

West Chaldon.”

“In 1935 they 
moved back to 

Chaldon to live.”

“They lived in a 
primitive stone 

cottage.”

“The primitive stone 
cottage was known 

as 24 West Chaldon.”

AMR Parsing  
+ 
Subgraph Extraction

AMR 
To 
Text 

Figure 1: Three stages of AMRS3 : (1) Complex input sen-
tence (top) is parsed into an AMR graph. In the AMR
graph, core concepts are highlighted. (2) Subgraphs
(three encircled graphs) that correspond to simpler sen-
tences are identified using the subgraph extraction al-
gorithm. (3) The subgraphs are realized into text (three
boxes at the bottom) using an AMR-to-text model.

that map to predicates in OntoNotes (Pradhan et al.,
2007) semantic roles, and the remaining nodes are
arguments of the core concepts such as (named)
entities. AMR concepts are not anchored to words,
and a core concept captures an event even if the
word that realizes it is a noun, adjective, or is of
another part-of-speech. This allows us to simplify
the sentence by focusing on and only on the core
concepts and their arguments:
Rule 1 (Core Concept): If a node is a core concept
and has more than σ arguments, it is considered a

Algorithm 1 Extract subgraphs from an AMR
graph G by performing DFS and applying the rules
defined in §4.1.

1: procedure SUBGRAPHS(G)
2: r ← ∅; q ← {G.root}
3: for all e ∈ G.edges, e is inverse do
4: q ← q ∪ {e.from} ▷ Rule 3
5: e.from, e.to← e.to, e.from

6: while |q| > 0 do ▷ Extract from roots
7: g′ ← DFSCOPY(q.pop(), q)
8: r ← r ∪ {g′}
9: return r

10: procedure DFSCOPY(n, q)
11: if n is leaf return n
12: if n is core concept, |n.edges| > σ then
13: q ← q ∪ {n} ▷ Rule 1
14: return n

15: if n was visited then ▷ Rule 2
16: for all e ∈ n.edges, e is non-core do
17: n.addEdge(DFSCOPY(e.to, q))

18: else for all e ∈ n.edges do
19: n.addEdge(DFSCOPY(e.to, q))
20: return n

semantic unit, and the subgraph rooted at this node
is extracted as a subgraph.

A single concept (e.g. they in Fig. 1) can be the
argument of multiple core concepts. To avoid re-
dundancy, we only extract all relations of a concept
on the first occurrence and only keep non-core re-
lations (names, values, etc. as opposed to subjects
and objects) on subsequent occurrences.
Rule 2 (Revisit): If a node has been visited before,
only extract non-core relations.

AMR by default is rooted at a single predicate
(e.g. move-01) as its focus. Non-focused predicates,
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except for the arguments of the focused predicate,
are connected by inverse relations (e.g. know-02
:ARG1-of cottage in Fig. 1) that are often realized
as relative clauses. Depending on the granularity
of simplification, we may choose to extract unfo-
cused concepts as their own subgraphs as well by
reversing the direction of the inverse relations and
creating a new root.
Rule 3 (Inverse Relations): (Optional) If a node
is connected by an inverse relation, reverse the
direction of the inverse relation and extract the
subgraph rooted at the node.

4.2 Implementation

Using depth-first search (DFS) with the rules above,
we extract a set of subgraphs from the AMR graph
(Algorithm 1), where σ is heuristically set at 2. We
use AMRBART2 (Bai et al., 2022), a unified model
with strong performance in both AMR parsing and
AMR-to-text, to parse the complex sentence into
AMR graphs and realize the subgraphs into text.
During AMR-to-text generation, we adopt the com-
mon practice of anonymizing named entities (Kon-
stas et al., 2017).

As suggested by Bai et al. (2022), text-AMR
pairs generated by semantic parsers (silver data)
can benefit the training of AMR-to-text models. To
adapt AMRBART to simple sentences, we leverage
this property and finetune AMRBART on silver
text-AMR pairs by parsing sentences from Simple
English Wikipedia3 using AMRBART. After fine-
tuning, AMRBART realizations on the held-out set
achieve a BLEU of 46.23, compared to the base
model’s BLEU of 39.53.

4.3 Baselines

We perform a comparison between AMRS3 and the
following existing systems for syntactic simplifica-
tion using the evaluation methods outlined in §3.
The results are reported in Table 2.

DisSim. DisSim (Niklaus et al., 2023) performs
a recursive transformation of a sentence based on
a set of 35 hand-crafted syntactic and lexical rules
related to the sentence’s phrase structure.

ABCD. ABCD (Gao et al., 2021) represents a
sentence as a graph where edges are dependency
and neighboring relations, and trains a neural net-

2AMRBART-large-v2 (AMR3.0)
3Sentences extracted from simplewiki-20230101 dump,

with 5,000 held out as test set.

work to predict actions on the edges. We use its
MinWiki-MLP release.

DSS. DSS (Sulem et al., 2018) uses UCCA as
the semantic representation, splits the UCCA graph
based on parallel and elaborator scenes, and con-
verts the subgraphs into text using a neural model.

LLM. We directly instruct GPT-3.5 (turbo-0125;
Ouyang et al., 2022) and Llama-3 (8B-Instruct;
AI@Meta, 2024) with Prompt 1.

Prompt 1: Direct Prompting

[System] You are a helpful assistant that simplifies syntac-
tic structures.
[User] Rewrite the following paragraph using simple sen-
tence structures and no clauses or conjunctions: {complex
sentence}

4.4 Discussion
AMRS3 achieves competitive performance without
specialized supervised training. Overall, sim-
plifications generated by AMRS3 are on par with
or better than the baselines in terms of meaning
preservation on both datasets, as shown by the com-
parisons in Table 2, despite not being trained on
task-specific supervised data. The performance is
close to Llama-3, a state-of-the-art LLM. The syn-
tactic simplicity of the generated sentences, mea-
sured by L2SCA, is at the same level as the best-
performing baselines on WEBSPLIT and better on
ORLANDO, suggesting that the good performance
of meaning preservation is not achieved by sacri-
ficing syntactic simplicity. The interpretable rule
set of AMRS3 makes the method easily customizable.
The comparison between AMRS3 with and without
Rule 3 exemplifies how a compromise between
simplicity and meaning preservation can be made
by simple adjustments of the rules.

AMRS3 enjoys unique merits beyond empirical
performance. Specially trained models such as
ABCD suffer from the lack of generalizability to
new domains, as seen in its drastic performance
drop on ORLANDO texts. In contrast, AMR mod-
els that AMRS3 relies on are trained on a diverse set
of data and can be easily improved for new domains
by finetuning on silver data. LLMs are powerful
and training-free, while AMRS3 is lightweight and
performs similarly well to open-weight LLMs. Ad-
mittedly, rule-based DisSim is lightweight and is
performant in the evaluation. Compared to models
based on semantic representation, DisSim requires
a complex set of 35 lexical and syntactic rules,

109



Method BERTScore ↑ L2SCA ↓
Mean Median MLT C/S C/T T/S CN/T

on ORLANDO

AMRS3 0.73 0.72 12.00 1.02 1.07 0.96 1.22
AMRS3 (w/o Rule 3) 0.79 0.79 18.17 1.30 1.32 0.98 1.89
ABCD 0.50 0.51 14.99 0.94 1.19 0.80 1.98
DisSim 0.74 0.74 11.15 1.18 1.16 1.02 1.24
DSS† - - - - - - -
GPT-3.5 0.80 0.82 12.65 1.14 1.13 1.01 1.26
Llama-3-8B 0.74 0.74 7.89 1.07 1.07 1.00 0.70
Exact Copy 1.00 1.00 157.25 2.66 2.18 1.22 4.69

on WEBSPLIT

AMRS3 0.81 0.81 8.92 1.00 1.02 0.99 0.68
AMRS3 (w/o Rule 3) 0.86 0.86 12.26 1.16 1.16 1.00 1.16
ABCD 0.90 0.91 9.53 1.00 1.10 0.91 0.94
DisSim 0.87 0.87 8.54 1.05 1.05 0.99 0.67
DSS† 0.74 0.74 10.69 0.97 1.19 0.81 1.05
GPT-3.5 0.90 0.90 7.79 1.02 1.02 1.00 0.52
Llama-3-8B 0.84 0.85 6.69 1.01 1.01 1.00 0.38
Exact Copy 1.00 1.00 16.57 1.64 1.50 1.10 1.72

Table 2: Evaluation results of AMRS3 and baselines on ORLANDO and WEBSPLIT. BERTScore measures meaning
preservation (↑ the higher the better), and L2SCA measures syntactic complexity (↓ the lower the better). †We
use the output provided by Sulem et al. (2018) on WebSplit only, as no code is available. Five L2SCA metrics
correspond to production unit length, overall complexity, subordination, coordination, and phrasal complexity. See
Lu (2010) for the exact definition of L2SCA metrics.

while AMRS3 only needs three simple rules. The
rules of DisSim are crafted for English only and are
hard to transfer to other languages, while despite
AMR not being an interlingua (Banarescu et al.,
2013) the rules of AMRS3 are language-agnostic and
can be easily adapted to other languages with AMR
parsers. Methods based on other semantic represen-
tations, such as UCCA-based DSS, perform worse
despite having a similar workflow to AMRS3 , show-
casing the "free upgrades" that advances in seman-
tic representation tools can bring.

Takeaways. As AMRS3 demonstrates, semantic
graphs like AMR are mature enough to support the
easy development of lightweight and interpretable
systems, that still have certain advantages in LLM’s
age, for tasks like syntactic simplification.

5 AMR for LLM-based Simplification

Given the position of AMR as an expressive and
suitable intermediate for syntactic simplification
and LLM’s strong performance in the task, a natu-
ral question arises as to whether AMR can be used
as an auxiliary to LLMs to improve their perfor-
mance in syntactic simplification in the scenario of

Prompt 2: Direct Full AMR Prompting (Jin et al., 2024)

[User] You are given a paragraph and its abstract meaning
representation (AMR).
# Paragraph
{complex sentence}
# AMR
{amr}
Rewrite the paragraph using simple sentence structures and
no clauses or conjunctions. You can refer to the provided
AMR if it helps you in the rewriting.
The rewritten paragraph:

zero-shot prompting. We investigate this question
by designing a set of controlled prompting strate-
gies to examine how the elements of AMR affect
LLM. This is an addition to Jin et al. (2024) which
tested directly appending AMR to the prompt in a
variety of tasks, while syntactic simplification was
not included in their study. Extending their work,
we explore a new prompting strategy (named AMR
Chain-of-Code or AMRCoC) that guides LLMs
to perform explicit symbolic reasoning over AMR
graphs instead of making implicit inferences as in
Jin et al. (2024).
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Prompting BERTScore ↑ Prompting BERTScore ↑
Mean Median MLT ↓ Mean Median MLT ↓

on ORLANDO

GPT-3.5 vanilla 0.80 0.82 12.65 Llama-3 vanilla 0.74 0.74 7.89
direct AMR 0.81 0.82 12.79 direct AMR 0.78 0.78 11.74
subgraphs 0.80 0.81 11.65 subgraphs 0.78 0.78 12.45
entities 0.79 0.80 10.99 entities 0.70 0.71 7.75
predicates 0.73 0.74 7.34 predicates 0.70 0.70 7.55
AMRCoC 0.79 0.81 17.29 AMRCoC 0.76 0.77 14.03

on WEBSPLIT

GPT-3.5 vanilla 0.90 0.90 7.79 Llama-3 vanilla 0.84 0.85 6.69
direct AMR 0.88 0.89 8.59 direct AMR 0.83 0.85 8.15
subgraphs 0.87 0.88 8.35 subgraphs 0.82 0.84 7.41

entities 0.78 0.79 6.63
predicates 0.76 0.77 7.12

AMRCoC 0.89 0.90 9.15 AMRCoC 0.84 0.85 8.27

Table 3: Evaluation results of GPT-3.5 and Llama-3 on ORLANDO and WEBSPLIT with different prompting
strategies. Notations are consistent with Table 2. Due to space limit, we only show one L2SCA metric, MLT, that
has the highest variance across prompts.

5.1 Direct AMR Prompting

Jin et al.’s (2024) evaluation framework simply
supplies linearized AMR in PENMAN format
(Matthiessen and Bateman, 1991) in parallel with
text, providing only vague instructions to the LLM
on how to use the AMR, and requiring the LLM
to directly produce the output without 4 explicitly
producing reasoning steps. To add to their tests, we
adapt their framework to the syntactic simplifica-
tion task as in Prompt 2.

Performance. Interestingly, our evaluations (Ta-
ble 3) show that the direct AMR prompting does
not harm the performance of LLMs in syntactic
simplification, and in some cases, it provides im-
provements especially for more complex inputs.
This adds syntactic simplification as a counterex-
ample to the findings of Jin et al. (2024).

Effect of Elements. To isolate the effects of dif-
ferent elements (subgraphs, entities, and predi-
cates) of AMR, we further design a set of controlled
prompts following the same format of Prompt 2,
where the linearization of complete AMR is re-
placed by specific parts of the AMR:
(1) Instead of the sole AMR corresponding to the
whole complex sentence, we provide a list of AMR
graphs extracted with Algorithm 1 for each seman-
tic unit in the sentence (subgrpahs);
(2) We provide only a list of predicates in the AMR
(predicates), e.g. "move, live, know" as in Figure 1;

4Despite having an imprecise name "AMR for Chain-of-
Thought" prompting in the original paper.

(3) We provide only a list of entities as reflected
by the non-core concepts in the AMR (entities),
e.g. "date (1935), they, city (Chaldon), location (24
West Chaldon)" as in Figure 1.

Both predicates and entities provide incomplete
information about the events of a sentence, while
not requiring LLM’s capability to reason over a
symbolic graph. However, we find that for the
tasks and LLMs in question, LLMs are capable
of directly and implicitly using information in the
AMR as appropriate, while trading information
completeness for the ease of symbolic graph pro-
cessing offers more harms than benefits (Table 3).

Takeaways. Directly supplying AMR to LLMs
is not monochromatically harmful across tasks.
Growing the list of tasks benefited and harmed
by direct AMR prompting is needed to draw con-
clusions on the role of meaning representations in
the LLM era.

5.2 AMRCoC Prompting

Despite the evidence that LLMs can benefit from
direct AMR prompting, it is widely accepted (Wei
et al., 2022; Saparov and He, 2023, inter alia) that
LLM’s reasoning capability over complex tasks
(e.g. processing AMR) can be improved by explic-
itly decomposing them into reasoning steps. To
remedy the lack of explicit reasoning, we build on
Chain-of-Code (CoC) prompting (Li et al., 2023),
where pseudocode execution is shown helpful for
the LLM to perform explicit algorithmic reasoning
in general tasks, and design AMRCoC prompting
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Prompt 3: AMR-Chain-of-Code Prompting (with simplifi-
cation and an example)

[User]
You are given a paragraph and its abstract meaning
representation (AMR). AMR captures “who is doing what
to whom” in a sentence. Begin your steps with # Steps.
# Functions to process AMR
EXTRACT_SUBGRAPH(root: Node) -> AMR
extracts the subgraph rooted at ‘root‘.
AMR_TO_TEXT(graph: AMR) -> str
converts an AMR graph back to text.
# Example program
for predicate in amr:
g = EXTRACT_SUBGRAPH(predicate)
print(AMR_TO_TEXT(g))

[Assistant]
# Steps
g = EXTRACT_SUBGRAPH(flow-01) => (z1 / flow-01
:ARG1(...) ...)
print(AMR_TO_TEXT(g))
=> It flows through the town of Yeovil.
g = EXTRACT_SUBGRAPH(join-01) => (z5 / join-01
:ARG1 (z2 / it) ...)
...
# Output
It flows through the town of Yeovil. It joins River Parrett.

(Prompt 3): LLM is guided to produce explicit rea-
soning steps over AMR graphs by using functions
to process AMR, and an example program that
demonstrates the use of these functions. The func-
tions and programs are not formally defined but in
the form of function signatures or pseudocode, as
we expect LLM to emulate the execution (Li et al.,
2023; Chae et al., 2024).

Performance. AMRCoC offers the same level
of meaning preservation (last rows of Table 3)
compared to direct AMR prompting, although the
simplicity of generations degrades to the level of
AMRS3 , which is perhaps unsurprising as we prompt
the LLM to follow a similar algorithm. The exam-
ple program in the prompt may not be optimal, but
it is possible to synthesize or improve the program
using LLM (Chae et al., 2024).

Emulated Execution. More importantly, the
breakdown of AMRCoC execution (Table 4) veri-
fies that LLMs can be prompted to perform explicit
algorithmic reasoning over AMR graphs, which
is a promising direction for future research. LLM
almost always emulates the execution of the exam-
ple pseudocode program ("Following algorithm" in
Table 4). The extracted AMR graphs, although not
always grammatically correct especially for com-
plex inputs ("Grammatical AMR"), are not hallu-
cinated and are based on existing nodes and edges

Property Orlando Websplit
Following algorithm 99.8% 92.8%
Grammatical AMR 31.3% 67.8%
Node and edge existence 98.6% 99.7%
Node coverage 72.3% 90.0%
Matching algorithm output 52.1% 66.0%

Table 4: Success rates of Llama-3’s Chain-of-Code exe-
cution at different stages. Numbers are macro-averaged
across all input complex sentences. For the first four
rows, higher values are always favored.

in the input AMR ("Node and edge existence"),
and mostly match the real execution results of Al-
gorithm 1 ("Matching algorithm output"). When
combined, AMR graphs extracted by LLM cover
most of the semantic information in the input AMR
("Node coverage"), providing a guarantee for mean-
ing preservation.

Takeaways. Chain-of-Code prompting provides
a way for LLM to perform symbolic reasoning over
semantic graphs via algorithm emulation. This pro-
vides a way to bring algorithmic graph processing
to LLMs for semantic-centered NLP applications,
to enjoy the benefits of both worlds.

6 Conclusion

In light of recent developments in semantic rep-
resentations and LLMs, we presented a retrospec-
tive view of using semantic representation graphs
for syntactic simplification, with refreshed datasets
and up-to-date semantic representation models. In
prospect, we added to the case studies of the bene-
ficial and harmful effects of using AMR for LLM,
and proposed a new AMRCoC prompting strategy
with the potential of bridging symbolic and graphi-
cal algorithms to LLMs.

Limitations

The proposed AMRS3 is not the best performing
syntactic simplification system in terms of having
the highest absolute numbers of BERTScore and
L2SCA metrics across the datasets, as is particu-
larly overshadowed by LLMs. The main conclu-
sion is more about the current state of semantic
representations: they are still handy in building
solutions for semantic tasks, and that solution can
have merits that make it a good fit in certain sce-
narios. Despite that, the design of AMR has some
disadvantages that make it less effective to be used
out-of-the-box for text simplification, namely the
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absence of inflectional morphology for tense and
number. Banarescu et al. (2013) suggested that this
can be remedied by adding these notions to AMR
as an extension, which is a direction for future
work.

Our evaluation of syntactic simplification is lim-
ited to automated methods. Although previous
work has shown high correlations between the
metrics we use and human judgments on mean-
ing preservation, syntactic complexity, and reading
difficulty, we acknowledge that those conclusions
might not hold for domains out of their respec-
tive evaluations. A systematic evaluation method,
tailored to the specific task of syntactic simplifica-
tion and aligned with human judgments, similar to
Alva-Manchego et al. (2021); Maddela et al. (2023),
would be beneficial for similar studies but is out of
the scope of this work.

Finally, the applicability of AMRCoC prompt-
ing is only tested on the single task of syntactic
simplification. Although the properties it demon-
strates are promising, we have yet to test it on other
tasks such as the ones in Jin et al. (2024).
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Abstract

This paper describes the results of the Knowl-
edge Graph Question Answering (KGQA)
shared task that was co-located with the
TextGraphs 2024 workshop.1 In this task, given
a textual question and a list of entities with the
corresponding KG subgraphs, the participat-
ing system should choose the entity that cor-
rectly answers the question. Our competition
attracted thirty teams, four of which outper-
formed our strong ChatGPT-based zero-shot
baseline. In this paper, we overview the partici-
pating systems and analyze their performance
according to a large-scale automatic evaluation.
To the best of our knowledge, this is the first
competition aimed at the KGQA problem using
the interaction between large language models
(LLMs) and knowledge graphs.

1 Introduction

Recent years have witnessed remarkable ad-
vances in natural language processing (NLP) and
network science domains that mostly develop in-
dependently with rare intersections. We believe
that a proper utilization of graph-based methods
for reasoning over a knowledge graph (KG) is a
prospective way to overcome critical limitations of
the existing large language models (LLMs) which
lack interpretability and factual knowledge and are
prone to the hallucination problem. In order to en-
courage novel research efforts that aim to explore
the hot topic of LLM prompting from the unique
perspective of graph theory, we organized a shared

1https://codalab.lisn.upsaclay.fr/
competitions/18214

♢ Equal contribution

task focused on Knowledge Graph Question An-
swering (KGQA) as a part of the TextGraphs 2024
workshop on graph-based methods for natural lan-
guage processing, which was co-located with the
ACL 2024 conference hosted on August 15 in
Bangkok, Thailand.2

The goal of our KGQA shared task was to investi-
gate how the output of LLMs can be enhanced with
KGs, push the boundaries of current methodologies,
and to foster innovative solutions that leverage the
strengths of both LLMs and KGs. We formulate
the problem as follows. Given an entity from a
KG that corresponds to a given textual question,
the participating teams have to build a system that
classifies whether the entity constitutes the correct
answer to this question, or not. The distinctive fea-
ture of our task is that it does not only provide pairs
of textual question and answer, but provides every
pair with a graph representation of the shortest path
in KG from entities in the query to the candidate
entity generated by an LLM. This setup allows the
participants to experiment with different strategies
for text and graph information fusion.

The KGQA setup with textual passages anchored
to relevant KG subgraphs has been addressed pre-
viously. Yasunaga et al. (2022) proposed to pre-
train and fine-tune with joint intermodal text-graph
interaction on arbitrary text passages linked to
ConceptNet (Speer et al., 2017). In LC-QuaD
dataset (Trivedi et al., 2017), questions are paired
with SPARQL queries for the DBPedia (Lehmann
et al., 2015) database. LC-QuaD 2.0 (Dubey et al.,
2019) extends LC-QuaD to cover both DBPedia
and Wikidata3 with broader question type coverage.

2https://sites.google.com/view/textgraphs2024
3https://www.wikidata.org
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While LC-QuaD’s SPARQL queries are inferred
from manually curated question-specific SPARQL
templates, we stick to the algorithmic approach
of Salnikov et al. (2023) to find relevant subgraphs
as shortest path KG subgraphs. Thus, we present
the first KGQA dataset with a graph construction
procedure unified across all questions and Wikidata
as reference KG. Previous approaches tried to com-
bine LLMs and KGs by using linearized graphs for
fine-tuning (Salnikov et al., 2023; Nikishina et al.,
2023) or by fusing encoded representations from a
pre-trained Transformer encoder and a graph neural
network (Zhang et al., 2022).

The work, as described in this paper, has the
following contribution:

• We released a novel dataset for the KGQA
binary classification task: given a question,
an answer candidate, and a KG subgraph, the
goal is to identify whether the provided candi-
date is a correct answer for the given question
using factual information from the graph.

• We organized the open-call shared task
and built a public leaderboard to evaluate
reasoning-over-graph approaches in a unified
controllable set-up by providing questions
paired with shortest question-answer paths re-
trieved from the Wikidata knowledge graph.

Unlike the existing datasets for end-to-end
KGQA, our dataset eliminates the potential effect
of erroneous entity retrieval, linking, and subgraph
retrieval by focusing solely on the fusion phase
for textual questions and provided KG subgraph.
Thus, it encourages future research focused on
cross-modal text and graph interaction.

2 TextGraphs 2024 KGQA Dataset

We constructed a novel dataset for KGQA that was
inferred from Mintaka (Sen et al., 2022). Mintaka
is a dataset for end-to-end knowledge graph ques-
tion answering, where each question q is annotated
with a set of Wikidata entities Eq mentioned in the
question and ground truth answers Aq for q. Enti-
ties from Eq can serve as anchors for further KG
subgraph retrieval and reasoning over the retrieved
relevant entities. Although the Mintaka dataset con-
tains the correct answers, we decided to focus on
the reasoning part only in our shared task to offer
a more controllable environment. In our case, a
participating system has to choose the correct an-

swer from a list of possible answer options and the
corresponding KG subgraphs.

For our shared task, we followed the KG sub-
graph construction pipeline proposed by Salnikov
et al. (2023). We find the shortest paths between Eq
and the answer candidate entities Aq generated by
a language model, such as T5 (Raffel et al., 2020),
further linked to the Wikidata KG. The summary
of our dataset is presented in Table 1.

Dataset Format. Each instance of the
dataset in our shared task was a tuple
s = (q, Eq, c,G(Eq, c), y) of the following
elements:

• q: question text

• Eq: set of Wikidata entities mentioned in q

• c: candidate answer for q. Unlike Mintaka, we
ensure each candidate to be a valid Wikidata
entity

• G(Q,C): a node- and edge-labeled oriented
graph obtained as a union of shortest path
graphs from each e ∈ Eq to candidate c

• y: a binary label describing whether c is a
correct answer for q: y = 1 if c ∈ Aq and
y = 0 otherwise

Data Split. Our dataset was split into two parts:

• The train set set consists of 3,535 unique
questions inferred solely from Mintaka. We
make all ground truth question-candidate bi-
nary labels publicly available during the com-
petition.

• The test set set covers 1,000 unique questions.
357 of the questions are absent in Mintaka and
are manually created and labeled with ground
truth answer entities from scratch. The test
set consists of two subparts: (i) public and
(ii) private with 700 and 300. The private part
(300 unique questions) includes newly created
questions exclusively.

2.1 Wikidata Knowledge Graph
Wikidata is a collaborative knowledge graph that
contains nearly two billion facts, covering a diverse
range of topics including geography, history, fa-
mous people, and events.4 It serves as a centralized

4https://www.wikidata.org/wiki/Wikidata:
Statistics
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Figure 1: Overview of the pipeline for TextGraphs 2024 shared task workflow. We link entities mentioned in
question and answer candidates generated by an LM to Wikidata KG. Then, we extract shortest path subgraphs
between question and candidates. Question and candidate graph can be further passed to a ranking network to obtain
a confidence score of a candidate being the correct answer to the given question.

repository for structured data and supports various
Wikimedia projects and external applications. The
data in Wikidata can be accessed through a pub-
lic SPARQL endpoint.5 However, due to the large
volume of information, the endpoint is limited to
shorter queries. Nevertheless, Wikidata is fully
downloadable, allowing users to locate all the data
on local servers and bypass public endpoint restric-
tions by using SPARQL query engines or graph
databases such as iGraph, which we have used to
manage our local Wikidata dump.

2.2 Answer Candidate Generation

To generate an initial set of answers, we use the
T5-large language model (Raffel et al., 2020),
which has been trained on the Mintaka training
dataset (Sen et al., 2022). To increase the diver-
sity of the generated responses, we employ Diverse
Beam Search (Vijayakumar et al., 2016), a gen-
eralized framework for producing a list of varied
sequences, which may be used instead of the tradi-
tional beam search approach.

Partition # Questions # Candidates

Train 3,535 36,762
Test (Total) 1,000 10,961

Public Test 700 7,694
Private Test 300 3,267

Table 1: Summary of the dataset used in the shared task.

5https://query.wikidata.org

2.3 Candidate Entity Linking

Entity linking with Wikidata involves identifying
and linking entities to their corresponding entries
in the Wikidata knowledge graph using generated
strings. This process can be challenging due to the
large number of entities in Wikidata, variations in
their names, and the high ambiguity of entity men-
tions. To address these challenges, modern neural
network-based approaches require extensive pro-
cessing (Cao et al., 2022). For our shared task, we
used the public Wikimedia APIs6 that use search
engines to retrieve entities based on their labels and
aliases. By indexing Wikidata entities and their
associated textual data in a search engine like Elas-
ticsearch, which is used by the public Wikimedia
API, we can efficiently retrieve candidate entities
through queries based on their profiles generated
from contextual mentions.

2.4 Answer Candidate Filtering

While our answer candidate generation and link-
ing pipeline could produce an arbitrary number
of negative samples, we aimed at mining a small
subset of only the hardest ones. We assumed that
a harder negative candidate entity should be se-
mantically similar to the ground truth answer. For
example, for a question “In Greek mythology, who
stole fire from Olympian gods to give it to human-
ity?” with the correct answer “Prometheus” (Titan,
culture hero, and trickster figure in Greek mythol-
ogy), a more challenging negative sample would
be “Hermes” (Olympian god in Greek religion and

6https://www.wikidata.org/w/api.php
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mythology) rather than “Pythia” (priestess of the
Temple of Apollo at Delphi). For a given question
q and ground truth answers set Aq, we sampled
a random true answer a ∈ Aq. Next, we ranked
each negative candidate c with respect to the se-
mantic similarity of its description desc(c) to the
description desc(a) of a. As a similarity measure,
we adopted the mutual implication score7 (MIS), a
RoBERTalarge-based (Liu et al., 2019) similarity
metric designed for paraphrase detection (Babakov
et al., 2022). For each question, we truncated its
negative candidate count to 9 having the highest
MIS score and removed questions with less than
five negative candidates.

2.5 Subgraph Construction

We associated each question-answer pair with the
corresponding induced subgraph from the Wikidata
KG. This subgraph was generated by extracting the
shortest paths between an entity derived from the
question and a candidate answer entity, and then by
identifying all distinct nodes along these paths. The
extraction process also preserves all edges between
these nodes, ensuring that relationships between
the entities in the question and answer are main-
tained. The goal of this approach was to create a
comprehensive representation of relevant informa-
tion from the KG for each question-answer pair, ac-
curately reflecting the connections between entities
present in the original graph. Figure 2 shows sim-
ple examples of the obtained shortest path graphs.

3 Shared Task Description

Typically, an end-to-end KGQA pipeline includes
multiple subtasks, such as named entity recognition
and entity linking of entities mentioned in a ques-
tion; construction of a KG subgraph for reasoning.
It is challenging in multi-step KGQA pipelines to
determine whether a prediction error comes from
inaccurate entity retrieval and linking, or the model
failed to perform reasoning over a fine-grained and
informative graph. In our shared task, we used
a simplified setup with fixed question-candidate
subgraphs to enable more accessible evaluation of
knowledge graph reasoning systems.

3.1 Baselines

As baselines, we adopted three supervised ap-
proaches built upon a BERT-based encoder (Devlin

7https://huggingface.co/s-nlp/Mutual_
Implication_Score

et al., 2019) and ChatGPT8 model as a zero-shot
LLM-based baseline. Additionally, we reported
the quality for constant baseline. For non-LLM
baselines, the task was formulated as a binary clas-
sification task: each question-candidate pair is la-
beled with either 1 or 0 independently of other
candidates.

For three encoder-based supervised baselines,
we adopt encoder-only MPNet9 model (Song
et al., 2020) as a base model and perform a 9:1
train/validation split. Each model is trained for five
epochs with a batch size of 64 using Adam opti-
mizer (Kingma and Ba, 2015) and cross-entropy
loss. For prediction, we load each model’s parame-
ters from the best epoch in terms of validation F1
score. The classification threshold of 0.5 remains
constant for all three baselines.

Graph Linearization. For shortest path graphs
representation, we adopt the graph linearization for-
mat from Salnikov et al. (2023) to represent each
candidate graph as a textual string. We traverse
graph edges starting from question entities Eq mov-
ing to candidate answer entities Ec. Each labeled
edge (h, r, t) of type r starting in h leading to t is
linearized as “h, r, t”. If either h = c or t = c, they
were additionally emphasized with BERT model’s
[SEP] tokens: e.g., “[SEP] h [SEP] r [SEP] t” if
h = c. A linearized graph L(G(Eq, c)) for question
q and candidate c was obtained as a concatenation
of all its linearized edges.

Text-Only Baseline. This baseline completely
ignored the presence of question-candidate graphs
and learned to classify textual question-candidate
pairs. Specifically, we pass concatenated question
and candidate string “q [SEP] c” to a binary classi-
fier, where [SEP] was a special separator token of
a BERT-based model.

Graph-Only Baseline. This baseline aimed to
explore what quality a model would demonstrate
seeing only linearized graph L(G(Eq, c)) without
even knowing what question q produced graph
G(Eq, c).
Text+Graph Baseline. As a simple joint text-
and-graph reasoning baseline, we adopted a binary
classifier over the concatenation of question and lin-
earized candidate graph following (Salnikov et al.,
2023): “q [SEP] L(G(Eq, c))”.

8https://chat.openai.com
9https://huggingface.co/sentence-transformers/

all-mpnet-base-v2
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Figure 2: Question-candidate graph visualizations. First row: question “Which film directed by James Cameron
became the highest-grossing movie of all time?” and three answer candidates: (i) Titanic (true answer), (ii) Godzilla,
and (iii) Avengers: Infinity War. Second row: question “Which game is in The Elder Scrolls series and has Alduin
as the main villain?” Entities mentioned in question (e.g., “James Cameron”) are colored blue, intermediate nodes
on the path from question entities to a candidate are colored grey. Correct and incorrect answer candidates are
colored in green and red, respectively

ChatGPT Baseline. As an LLM baseline, we
adopted ChatGPT version gpt-4-0613. To let the
model differentiate between candidate answers
with matching textual names but different underly-
ing Wikidata entities, we modified ambiguous an-
swer choices by adding the type of graph edge lead-
ing to the candidate node in the question-candidate
graph. For instance, for the question “Which film
directed by James Cameron became the highest-
grossing movie of all time?” there are two can-
didate answers named “Titanic”: (i) 1997 film by
James Cameron and (ii) 1953 film by Jean Neg-
ulesco. The types of edges leading to these two
candidate answers are “director” and “original lan-
guage of performance work”. Table 2 shows an
example of the prompt.

Constant Baseline. This baseline assigned label
1 to all samples, i.e., marked all candidate answers
as being correct.

3.2 Evaluation

Our shared task was deployed on the Codalab com-
petition platform.10 All submitted systems were
evaluated on precision, recall, and F1-score for
positive class as well as classification accuracy.

10https://codalab.lisn.upsaclay.fr/
competitions/18214

We performed the ranking of submitted systems
based on F1 score. Overall, the task consisted of
three phases: development, evaluation, and post-
evaluation.

Development Phase. This phase started with the
release of the labeled train set on March 10, 2024.
The participants were invited to get acquainted with
the data format and to start their preliminary exper-
iments. The phase can be considered closed with
the release of the test set on March 25, 2024.

Evaluation Phase. On March 25, 2024, we re-
leased the test set with no ground truth labels pro-
vided. The set consisted of both public and private
subsets, but the participants were not informed of
what subset each test sample belongs to. At this
stage, the participants were encouraged to submit
test set prediction to the public leader board which
provided evaluation results for the public test sub-
set. By the end of the evaluation phase on May 6,
2024, participants were allowed to make their final
submission to obtain evaluation scores on both pri-
vate and public subsets. Private evaluation results
were made publicly available after May 6, 2024.

Post-Evaluation Phase. After the end of Shared
Task’s official evaluation part on May 6, 2024, all
participants can make submissions on the test data.
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Baseline Input Examples

Text-Only

- Which film directed by James Cameron became the highest-grossing
movie of all time? </s> Avatar
- Which film directed by James Cameron became the highest-grossing
movie of all time? </s> Titanic

Graph-Only
- </s> Titanic </s>, director, James Cameron
- </s> Godzilla </s>, award received, star on Hollywood Walk of Fame
James Cameron, award received, star on Hollywood Walk of Fame

Text+Graph

- Which film directed by James Cameron became the highest-grossing movie of
all time? </s> </s> Titanic </s>, director, James Cameron
- Which film directed by James Cameron became the highest-grossing movie of
all time? </s> </s> Godzilla </s>, award received, star on Hollywood Walk
of Fame James Cameron, award received, star on Hollywood Walk of Fame

ChatGPT

Please answer the following question.
provide one or more comma-separated option ids as an answer.

Which film directed by James Cameron became the highest-grossing movie of
all time?
0. Avatar
1. Avengers: Infinity War
2. Godzilla
3. Home Alone
4. Home Alone: The Holiday Heist
5. Spectasia
6. Terminator 2: Judgment Day
7. Terminator II
8. The Terminator
9. Titanic (director)
10. Titanic (original language of performance work)

Table 2: Input examples for baseline models; </s> is a separator token of the MPNet encoder used for baselines.

These submissions have a separate leaderboard and
are not considered for the official public evaluation
summary.

4 Official Results

In total, we have received submissions from 30
teams, including both public and private leader-
boards. After the end of the evaluation phase, we
asked the participants to describe their systems.

4.1 Shared Task Submissions

Team NLPeople applied the Chain-of-Thought
(CoT, Wei et al. (2022)) technique to decompose
the target question into a series of sub-questions
and attempted to use question-specific prompts
based on question types (Moses et al., 2024). The
final prediction is an ensemble of three LLM-based

solutions: (1) Llama3-70B-Instruct11 with CoT, (2)
GPT-3.5 with CoT, and (3) Llama3-70b-instruct
with Question-Specific prompts. In cases when the
ensemble failed to make a prediction, a zero shot
GPT-4’s prediction was reported.
Team HW-TSC implemented an LLM prompt de-
sign based on self-ranking and emotional incen-
tives (Tang et al., 2024). Self-ranking implied that
the gpt-4-1015-preview base model is asked to
score its answer choices with confidence levels.
Emotional prompts were aimed at encouraging the
model to carefully examine a question.
Team Skoltech adopted question-candidate graph
sizes and Wikidata entity description as addi-
tional features to enhance the initial GPT-4 pre-

11https://huggingface.co/meta-llama/
Meta-Llama-3-70B-Instruct
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Private Evaluation Public Evaluation
Team Name Rank P R F1 Acc Rank P R F1 Acc

NLPeople 1 86.67 85.14 85.90 97.39 1 86.54 85.45 86.00 97.41
HW-TSC 2 84.34 82.11 83.21 96.91 2 83.95 81.96 82.94 96.87
Skoltech 3 81.78 84.26 83.00 96.78 3 81.05 84.34 82.66 96.71
POSTECH 4 82.50 80.65 81.56 96.60 4 82.14 80.42 81.27 96.56
Baseline: ChatGPT 5 59.91 78.59 67.99 93.09 5 58.11 78.18 66.67 92.73
Team <blank> 6 60.54 72.73 66.07 93.03 6 58.20 71.47 64.16 92.58
BpHigh 7 55.99 75.86 64.43 92.18 — — — — —
tigformer 8 40.39 80.35 53.76 87.10 7 39.93 79.02 53.05 87.00
CUFE 9 51.92 55.52 53.66 91.05 — — — — —
Team_87 10 65.13 42.72 51.59 92.52 8 63.71 43.22 51.50 92.44
Iron Autobots 11 73.15 35.68 47.96 92.77 9 77.05 32.87 46.08 92.85
nlp_enjoyers 12 40.90 39.98 40.43 89.01 10 39.29 38.46 38.87 88.76
NLPunks 13 40.61 37.83 39.17 89.03 12 41.23 32.87 36.58 89.41
KseniiaPetrushina 14 34.90 44.18 39.00 87.10 11 33.96 40.28 36.85 87.17
Transformers-Spring24 15 29.19 44.48 35.24 84.75 16 28.56 40.70 33.56 85.03
Cordyceps 16 35.60 34.80 35.20 88.04 15 34.43 33.71 34.06 87.87
YAR 17 40.99 30.69 35.10 89.41 17 42.70 26.99 33.08 89.85
Transformers-Spring24 18 34.27 34.70 34.48 87.69 — — — — —
Fancy Transformers 19 39.31 30.01 34.04 89.14 19 38.64 27.83 32.36 89.19
xren 20 48.40 22.19 30.43 90.53 22 51.16 21.68 30.45 90.80
ThangDLU 21 18.56 67.55 29.12 69.31 20 22.29 58.04 32.21 77.29
adugeen 22 50.14 17.89 26.37 90.68 18 46.63 25.17 32.70 90.37
Baseline: Text+Graph 23 64.88 15.35 24.82 91.32 28 72.41 11.75 20.22 91.38
IRRRR 24 15.27 57.77 24.16 66.14 25 16.03 59.16 25.22 67.40
YAR 25 65.61 14.17 23.31 91.30 — — — — —
Baseline: Text-Only 26 15.04 38.32 21.60 74.04 27 14.57 38.88 21.20 73.13
mathamateur (–) 27 10.01 86.51 17.95 26.17 21 35.49 26.85 30.57 88.67
Baseline: Constant 28 9.33 100.00 17.07 09.33 29 9.29 100.00 17.01 9.2
Baseline: Graph-Only 29 62.16 6.74 12.17 90.91 30 66.67 06.99 12.66 91.03
hawkeoni 30 23.86 2.05 3.78 90.25 13 24.68 68.11 36.24 77.72
Hijli_JU_NLP 31 17.65 1.47 2.71 90.17 31 22.64 1.68 3.12 90.33
a063mg — — — — — 14 42.71 28.67 34.31 89.80
russabiswas — — — — — 23 28.47 29.23 28.85 86.60
__Team1()__ — — — — — 24 43.37 18.74 26.17 90.17
GrahamSquad — — — — — 26 70.78 15.24 25.09 91.54

Table 3: Official evaluation results of the TextGraphs 2024 Shared Task for the public and private evaluation phases.
P, R, F1, and Acc stand for positive class precision, recall, F1-score, and accuracy, respectively. The best values for
each metric are highlighted in bold. Official baselines are highlighted in cyan.

dictions (Lysyuk and Braslavski, 2024). They
rephrased the given questions to further question
rephrasing technique, we further strengthen their
prediction.
Team <Blank> used gpt-3.5-turbo enhanced
with CoT and XML tags prompting techniques.
Team tigformer implemented a late interaction
for exchanging information between text and
graph representations via an attention-pooling
layer (Rakesh et al., 2024). They employed Graph-
former (Ying et al., 2021) to encode question-
candidate graphs and a T5 model (Raffel et al.,

2020) to obtain textual representations.
Team nlp_enjoyers fine-tuned an MPNet en-
coder (Song et al., 2020) using LoRA (Hu et al.,
2022). For a given question q and candidate c, they
modified the input format for Text+Graph baseline
as: “Eq: q [SEP] L(G(Eq, c))” and separated each
edge in the linearized graph with a semicolon (Kur-
diukov et al., 2024). They assumed only a single
candidate for each question to be correct and re-
formulated the task from binary classification to

11https://huggingface.co/sentence-transformers/
all-mpnet-base-v2
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ranking: given a question, they select the most
probable answer based on model scores for all can-
didate answers.
Team Fancy Transformers experimented with
different graph characteristics including length,
density, degree centrality, eigenvector centrality,
closeness centrality and PageRank. They adopted
the encoder-only all-MiniLM-L12-v212 and all-
MiniLM-L6-v213 models for encoding textual in-
formation. They reported that the latter model
achieved higher performance.
Team JellyBell applied Retrieval-Augmented Gen-
eration (RAG) (Lewis et al., 2020) approach to
answering questions (Belikova et al., 2024). They
retrieved relevant to question documents from inter-
net by DuckDuckGo API14 and generated answer
by prompting LLM with fetched documnets.

5 Discussion

Table 3 presents the evaluation results for both
public and private phases of the TextGraphs 2024
shared task on knowledge graph question answer-
ing. Three teams have managed to outperform a
strong ChatGPT baseline with their LLM-based
systems showing that large models are good at
memorizing factual knowledge during pre-training.

Since one of the primary goals of our shared task
was to evaluate the ability of LMs to reason over
given KG subgraphs, we highlight the teams that
submitted non-LLM solutions. Team tigformer
has gained rank 8 of 31 with 53.76% F1-score us-
ing two separate encoders for textual and graph
information with late intermodal interaction. It is
worth noting that while Team nlp_enjoyers only
achieved the 12th place on the private leaderboard,
they managed to surpass the initial Text+Graph
baseline by 15.6% F1-score with light-weighted
modifications only. Their results indicate that while
resource-demanding and computationally expen-
sive LLM dominate the task in general, there might
be some room for improving light-weighted task-
specific solutions. Team Fancy Transformers has
achieved 34.04% F1-score using all-MiniLM-L6-v2
encoder having 22.7M parameters only enhanced
with classical non-neural graph features.

12https://huggingface.co/sentence-transformers/
all-MiniLM-L12-v2

13https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

14https://duckduckgo.com

6 Conclusion

We presented an overview of the TextGraphs 2024
shared task on knowledge graph questions an-
swering (KGQA) with pre-calculated shortest path
graphs for Wikidata entities mentioned in the ques-
tion and a candidate answer. Analysis of the results
has revealed that large language models (LLMs)
currently show superior performance even in a very
simplified binary classification task formulation
when a model is asked to find the right answer
among the pre-defined set of answer candidates.
While LLMs are extremely resource-demanding,
the exploration of effective light-weighted systems
for question-oriented graph representation and rea-
soning still remains a challenge

We hope that our competition will encourage
further research on developing effective reasoning
methods over retrieved KG subgraphs, exploring
novel subgraph representation techniques, and im-
proving the interpretability and explainability of
the resulting question answering models.
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Abstract

This paper presents a model for solving the
Multiple Choice Question Answering (MCQA)
problem, focusing on the impact of subgraph
extraction from a Knowledge Graph on model
performance. The proposed method combines
textual and graph information by adding lin-
earized subgraphs directly into the main ques-
tion prompt with separate tokens, enhancing
the performance of models working with each
modality separately. The study also includes an
examination of Large Language Model (LLM)
backbones and the benefits of linearized sub-
graphs and sequence length, with efficient train-
ing achieved through fine-tuning with LoRA.
The top benchmark, using subgraphs and MP-
Net, achieved an F1 score of 0.3887. The main
limitation of the experiments is the reliance
on pre-generated subgraphs/triplets from the
graph, and the lack of exploration of in-context
learning and prompting strategies with decoder-
based architectures.

1 Introduction

With the exponential growth of digital informa-
tion, developing tools for prompt and efficient data
retrieval has become a top priority in Natural Lan-
guage Processing (NLP). Many state-of-the-art ap-
proaches have been proposed to solve such prob-
lems, especially encoder-only models, including
BERT (Devlin et al., 2019) and its variants, such
as RoBERTa (Liu et al., 2019) and ALBERT (Lan
et al., 2020), which show good performance in re-
trieval tasks.

However, one important area of research focuses
on solving Multiple Choice Question Answering
problems (MCQA), where the model needs to se-
lect one correct answer among several options au-
tonomously, without external context (Huang et al.,
2022; Sakhovskiy et al., 2024). This task remains
quite challenging in NLP, as in order to answer a

∗ Equal contribution

Figure 1: Example of a knowledge graph instance for
a sample in a text dataset: the graph incorporates infor-
mation about relations between the concept in question
("Grammy Awards") and candidate answer concepts

quiz question, the developed model should not only
have a large knowledge base (Talmor et al., 2019),
but also be able to make logical inferences (Li et al.,
2022).

To solve such tasks, different LLMs can be ap-
plied, e.g., T5 (Raffel et al., 2020) and BART
(Lewis et al., 2020), which are encoder-decoder
models for natural language generation (NLG).
However, even such SOTA models can generally
fall short on MCQA. One common reason is that
models try to predict the most likely answer in
terms of grammatical construction without consid-
ering the logical coherence of the text (Robinson
et al., 2023).

To enhance the performance of LLMs, in the
following work, we incorporate structured knowl-
edge graphs into the model training process (Fig.1),
as this method has been noted many times in ear-
lier works (Salnikov et al., 2023). The graph is
obtained by taking the shortest paths from all men-
tioned concepts in the corresponding questions to
a candidate answer entity in the knowledge graph
of Wikidata.
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Figure 2: Example of the process of a subgraph linearization into text

Thus, the main contributions of the following
work are as follows:

• We propose a method of combining textual
and graph information. Adding linearized sub-
graphs directly into the main question prompt
with additional separate tokens allows for im-
proved performance of models working with
each modality separately.

• We conducted a thorough study of LLM back-
bones and performed a wide hyper-parameter
search. For efficient training, we applied fine-
tuning with LoRA.

2 Method

We propose implementing the MPNet (Song
et al., 2020) model and training it on question-
answer pairs with incorporated linearized knowl-
edge graphs. Additionally, we utilize the LoRA
implementation from the peft library and apply
an oversampling technique to address imbalance in
the training dataset.

Our approach ultimately relies on tuning of LLM
for binary classification task while also including
information from the Wikidata graph domain in
the LLM pipeline. The representations for target
prediction on the question-answer pair are acquired
by accessing the last hidden layer representation of
the [CLS] token of the model.

Given the nature of the task, it is obvious that
only one of the candidate answers is correct; how-
ever the number of candidate answers for a single
question is not known beforehand. During infer-
ence, we utilize the knowledge that only one candi-
date answer is correct and select the most probable
answer based on model scores. This naturally al-
lows the use of a model trained for a classification
target to rank the top-1 candidate answer.

2.1 Dataset

For our research, we utilized the TextGraphs17-
shared-task dataset, which consists of 37,672
question-answer pairs annotated with Wikidata en-
tities. This dataset includes 10 different types of
data, notably entities from Wikidata mentioned in
both the answer and the corresponding question, as
well as a shortest-path graph for each <question,
candidate answer> pair.

2.2 Evaluation metrics

During training and evaluation of our models, we
use the same metrics as those present in the work-
shop leaderboard, which include accuracy, preci-
sion, recall and F1-score. It is important to note
that accuracy is quite uninformative here due to the
dataset’s imbalance, with incorrect answers consti-
tuting 90% of the data.

2.3 Input preprocessing

Since the subgraphs from the knowledge graph are
already provided, we only need to preprocess them
for the model. To incorporate information from the
subgraphs, they are linearized into text according to
Salnikov et al. (2023). The process is nearly identi-
cal, except that distinct triplets are separated with a
semicolon. Specifically, subgraphs are converted
to a binary adjacency matrix. If nodes indexed i
and j are connected, their edge label is stored in the
corresponding [i, j] matrix element. The matrix is
then unraveled row by row to generate linearized
sentences from corresponding triples (node_from,
edge, node_to) in the adjacency matrix (Fig.2).

The resulting input text for the model has the
following form: Question entities + ’ : ’ +
Question + ’ [SEP] ’ + Linearized graph.
Details of various backbones, processing pipelines
and scores are reported in Sections 3 and 4.
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3 Experiments

All fine-tuning experiments were conducted using
the LoRA implementation from the peft library
(Hu et al., 2021). The default LoRA parameters are
as follows: a LoRA rank of 16, a LoRA alpha of
32, and a LoRA dropout of 0.1. The target modules
of LoRA are the query and value weight matrices.

Our default model training is conducted for 50
epochs with best checkpoint saving, Binary Cross-
entropy loss, a batch size of 64, a sequence length
of 256, the AdamW optimizer, a learning rate of
3 · 10−4, and a default weight decay of 10−2. Ad-
ditionally, we apply oversampling during training
by using a weighted sampler with probabilities in-
versely proportional to the labels in dataset.

We split the data into training and validation
subsets by grouping samples with distinct questions
in an 80:20 proportions, respectively.

3.1 MiniLM experiments

The MiniLM employed is all-MiniLM1, a fine-
tuned and diminished version of MiniLM by Wang
et al. (2020). The training procedure is default.

3.2 T5 experiments

We fine-tuned T5-Small2 by Chepurova et al.
(2023), which was trained on tail and entity predic-
tion in a knowledge graph using the graph’s context
represented by the node’s neighborhood. The result
on the public test is presented in Table 1.

The classifier head utilizes the last hidden rep-
resentation of the [EOS] token due to the encoder-
decoder architecture. The model was fine-tuned for
30 epochs with the Adafactor optimizer, a learning
rate of 8 ·10−5, and a batch size of 32. LoRA alpha
was set to 64 for this model.

The input format for this model was adjusted to
match the original format the model was trained
on. The resulting input format: ’predict [SEP]
’ + Question + ’[SEP]’ + Linearized graph
+ ’[SEP]’ + Answer Entity

3.3 MPNet experiments

Another BERT-like model we used is
all-MPNet-base3. The model was trained
for 20 epochs with a batch size of 32, a sequence

1https://huggingface.co/sentence-transformers/
all-MiniLM-L6-v2

2https://huggingface.co/DeepPavlov/
t5-wikidata5M-with-neighbors

3https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

length of 200, the Adam optimizer, and a learning
rate of 1 · 10−4.

4 Additional Experiments

4.1 Ablation study of sequence length and
linearized graph usage

The impact of sequence length and linearized graph
usage on performance was examined using the all-
MiniLM model, see Table 2. We report the F1
score on the public test subset achieved by our best
model checkpoints.

SL Linearized Graph F1 Score
256 No 0.2276
256 Yes 0.3279
512 Yes 0.3463

Table 2: Ablation of the Sequence Length (SL) and
usage of linearized graph on all-MiniLM performance.
Public test scores achieved by best model checkpoints.

4.2 Usage of different backbones
Additionally, we experimented with Phrase-BERT.
In brief, this model was pretrained with a con-
trastive objective to predict similarity between texts
separated by the [SEP] token hidden state. In our
pipeline, we attempted to predict the correct answer
from the candidates as the ’closest’ to the question.
We fine-tuned this model with LoRA parametriza-
tion, as described in Section 3, structuring the input
as Question entities + ’ ’ + Question + ’
[SEP] + Answer entities. Information from
the graph was not used during experiments with
this model. In our experiments this approach didn’t
provide significant quality improvements.

5 Conclusion

The encoder transformer architecture showed the
best results in text comprehension tasks. The size
of the model once again proved to have a positive
influence on its performance, with the MPNet ar-
chitecture outperforming MiniLM.

Despite the popularity of the T5 model for an-
swer candidates generation, it underperformed in
our experiments. Perhaps it is worth utilizing only
the encoder part of the model or using a different
training procedure.

Another valuable aspect that was confirmed is
the benefit of incorporating graph knowledge into
the model. The linearized graph indeed provided
the model with valuable information, improving
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Model F1 Score
T5-Small-wikidata5M (Chepurova et al., 2023) 0.3180
all-MiniLM 0.3463
all-MPNet 0.3887

Table 1: Public test F1 scores. Best checkpoints’ scores are reported.

its ability to answer questions. More advanced
subgraph/triplet sampling or generation strategies
could further improve the model’s performance,
making this a promising direction for future re-
search.

Limitations

The biggest constraint of our experiments is the
reliance on pre-existing subgraphs or triplets de-
rived from the graph. There remains a wide array
of potential experiments to be conducted in this
area.

Furthermore, we have not investigated the appli-
cation of in-context learning and prompting tech-
niques with decoder architectures, which could be
of even more significant interest due to their current
popularity and proven effectiveness.
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Abstract

In this paper, we present an effective method
for TextGraphs-17 Shared Task. This task re-
quires selecting an entity from the candidate
entities that is relevant to the given question
and answer. The selection process is aided by
utilizing the shortest path graph in the knowl-
edge graph, connecting entities in the query
to the candidate entity. This task aims to ex-
plore how to enhance LLMs output with KGs,
although current LLMs have certain logical rea-
soning capabilities, they may not be certain
about their own outputs, and the answers they
produce may be correct by chance through in-
correct paths. In this case, we have introduced
a LLM prompt design strategy based on self-
ranking and emotion. Specifically, we let the
large model score its own answer choices to re-
flect its confidence in the answer. Additionally,
we add emotional incentives to the prompts to
encourage the model to carefully examine the
questions. Our submissions was conducted un-
der zero-resource setting, and we achieved the
second place in the task with an F1-score of
0.8321.

1 Introduction

In 2023, the widespread adoption of ChatGPT and
the introduction of GPT-4 (OpenAI, 2023) marked
a significant milestone in artificial intelligence (AI).
GPT-4 achieved remarkable progress in the MMLU
benchmark test (Hendrycks et al., 2021), demon-
strating exceptional performance on various ques-
tion answering (QA) and natural language infer-
ence (NLI) datasets. This breakthrough led to the
emergence of large-scale language models (LLMs)
like LLaMa-2 (Touvron et al., 2023), Falcon (Al-
mazrouei et al., 2023), Gemini (Anil et al., 2023),
Baichuan-2 (Yang et al., 2023), ChatGLM (Du
et al., 2022), and others.

Despite the success of existing LLMs, even ad-
vanced LLMs struggle to accurately answer fac-
tual questions without a knowledge graph (KG).

The answers often involve fictional or hypotheti-
cal statements or brief/trivial information. While
language models can provide answers (Sen et al.,
2022; Dubey et al., 2019), their quality may not
meet desired standards. Addressing this challenge
relies on structured knowledge sources like DBPe-
dia (Auer et al., 2007), Wikidata (Vrandečić and
Krötzsch, 2014), or NELL (Mitchell et al., 2018).
This paper aims to explore and bridge this research
gap.

2 Task Description

The objective of the shared task1 (Sakhovskiy et al.,
2024) is a Knowledge-based Question Answering
(KBQA) problem, which aims to address the chal-
lenge of selecting the most appropriate knowledge
graph (KG) entity, given a textual question and a
set of candidate entities. Notably, this task incor-
porates a unique feature whereby each question-
answer (Q-A) pair is accompanied by a graph rep-
resentation consisting of shortest paths in the KG,
connecting the entities mentioned in the query to
the LLM-generated candidate entity, including the
intermediate nodes. This provision enables partici-
pants to systematically explore and evaluate diverse
text-graph fusion strategies for enhancing the per-
formance of language model outputs in a controlled
manner.

The primary goal of this task is to investigate
methods for augmenting the capabilities of lan-
guage models (LLMs) through the integration of
KGs. To facilitate comprehensive experimenta-
tion, participants are provided with a pre-extracted
graph, as there exist multiple approaches for ex-
tracting and fragmenting the text-graph modality
fusion experiments. Specifically, participants are
presented with the following resources:

• Text1: A query accompanied by a list of men-
1The related data for the task is publicly available at

https://github.com/uhh-lt/TextGraphs17-shared-task/
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Query
Who was formerly an actor and now a Republican senator?

Entitie Candidates  Sub-graphs

Arnold Schwarzenegger <Arnold Schwarzenegger, member of political party, Republican Party>, 
<Arnold Schwarzenegger, occupation, actor>

<United States, described by source, Small Brockhaus and Efron 
Encyclopedic Dictionary>,  <United States, country, United States>, 
<Republican Party, country, United States>
<actor, described by source, Small Brockhaus and Efron Encyclopedic 
Dictionary>, <Bob Dole, country of citizenship, United States>,  <Bob Dole, 
member of political party, Republican Party>

Bob Dole

<television presenter, subclass of, actor> , <John McCain, occupation, 
television presenter> <John McCain, member of political party, 
Republican Party>

Answer

John McCain

True

False

False

... ... ...

Figure 1: An example of data: query, answer candidates, and respective sub-graphs. Answers are provided in the
training set, but not in the testing set.

tioned Wikidata entities.

• Text2: 5-10 answer candidates presented as
Wikidata entities.

• Graph: A Wikidata sub-graph comprising
the shortest paths connecting the entities in
the question to the candidate entities.

Among the provided candidates, one is the correct
answer, while the others are incorrect. The task en-
tails identifying the correct answer, thus entailing a
binary classification objective. Furthermore, for the
same query, there may be multiple entities with the
same name among the provided candidate entities,
while they represent different entities. Therefore,
it is not feasible to solely rely on the entity names
to determine the correctness of the answer. This
necessitates the model to rely on the knowledge
subgraph to make judgments about the correctness
of the answer. A concrete data example is given in
Figure 1. The evaluation metric employed for this
task is the F1 score, given that the task involves
binary classification.

3 Method

In this section, we will provide a detailed explana-
tion of the proposed LLM prompt design strategy,
which is based on self-rank and emotion. Addition-
ally, we will outline the process of summarizing
the outputs of LLM and generating the final sub-
mission result. Additionally, the competition task
is a binary classification problem, and we employ
a trick to transform it into a single-choice question,
thereby avoiding the issue of the model selecting

Prompt-
inference

LLM

introduction

Question

Answer
Candidate

Results with 
confidence

Prompt-
rank

Prompt-
emotion

Figure 2: The whole process of our method, where
yellow part denotes basic inputs, green parts denote
various prompts and pink part denotes the output results.

multiple correct answers for the same query. The
whole process can be found in Figure 2.

3.1 Basic prompt-inference

Our basic prompt for inference took the following
form: “I have a new NLP reasoning task. As a
smart assistant, you can help me decide which an-
swer is correct. I will provide a question, a few
answers and a few reasoning paths associated with
the answers. Only one of these answers is cor-
rect. Please determine which answer is correct
based on the corresponding reasoning path. Even
if you believe there is no correct answer, please still
choose the answer option that you think is the most
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Error types Example Solution
Output inconsistency Correct: “Bob-8”, Wrong: [“Bob-ID 8”, “id 8”, “Bob”] regular expression
Unreasonability “Unable to determine based on the provided reasoning paths.” random choice
Ambiguity “Answer-1 and Answer-2 are both correct.” random choice from the two options

Table 1: Some error types of LLM-outputs, including output inconsistency, unreasonability and ambiguity with
corresponding examples and solutions.

Emotion-based prompt

1. This is very import to my career.
2. You’d be better be sure about the answer.
3. Are sure that’s your final answer ? It might

be worth taking another look.

Ranking-based prompt

1. Give me a confidence score between 0-5 for
your answer.

Table 2: Some examples of emotion-based prompts and
ranking-based prompts.

plausible. The output format is: correct answer:
answer-id, confidence: score:”. In this prompt,
we have assigned the role of Claude 3 (Anthropic,
2024) intelligent assistant and provided it with an
understanding of the task’s input and output. Addi-
tionally, we have imposed two constraints: (1) The
answer must be inferred from the reasoning path,
and (2) The answer must be unique and selected.
These constraints are set based on the following
considerations: (1) In some question-answering
data for this task, there may be multiple candidate
answers with the same entity name but different
reasoning paths. Therefore, we require the model
to consider the reasoning path when providing an
answer. Furthermore, this is why our model an-
swer format is “answer-id”, which clearly indicate
which candidate answer is chosen. (2) The second
constraint ensures that the model does not give mul-
tiple answers, and when the model believes there is
no correct answer, it can utilize its own knowledge
to provide an approximate answer.

3.2 Prompt-rank and prompt-emotion

Although the basic prompt is enough for the LLM
to output the answers. However, recent researchers
(Li et al., 2023; Wang et al., 2024) have found that
it can be effective to improve the response of LLM
by emotional push and self-ranking push without
extra model training. Inspired by these discoveries,
we add prompt-rank and prompt-emotion based on
the basic prompt, which now reads: “I have a new

NLP reasoning task. This task is very important to
me. As a smart assistant, you can help me decide
which answer is correct. I will provide a question,
a few answers and a few reasoning paths associ-
ated with the answers. Only one of these answers is
correct. Please determine which answer is correct
based on the corresponding reasoning path. Even
if you believe there is no correct answer, please still
choose the answer option that you think is the most
plausible. Please provide a confidence rank [A,
B, C, D, E] for the larger model’s answer, where
A=highest confidence, E=lowest confidence. The
output format is: correct answer: answer-id, confi-
dence: score:”, where green part and red part are
emotion-based prompt and ranking-based prompt,
respectively. In fact, the formats of emotion-based
prompts and ranking-based prompts are very flexi-
ble. For instance, they can also be designed in the
form shown in Table 2.

3.3 Refining final results

It is worth noting that our base model is Claude 3.
However, considering the high cost of using Claude
3, we initially validate the effectiveness of our strat-
egy on the open-source Mistral 7B model (Jiang
et al., 2023) before migrating it to Claude 3. An-
other issue is that even though we have strictly de-
fine the answer out format of LLM, it is inevitably
to observe LLM does not output the answer fol-
lowing the answer format. For example, it may
directly output the answer without id, then we use
regular expressions to extract the answer numbers
from the non-standardized output. For clarity, we
list common abnormal types of answers with corre-
sponding examples and solutions in Table 1.

4 Results and Analysis

4.1 Overview

Table 3 presents the results of Mistrial 7B using
different strategies on the test set for this task. The
evaluation metrics include accuracy, precision, re-
call, and F1 score, with the F1 score being the pri-
mary determinant of the final ranking. As depicted
in Table 3, Claude 3 employing both prompt-rank
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Model Accuracy Precision Recall F1 score
Mistral 7B 0.9245 0.6650 0.3776 0.4817
Mistral 7B + Prompt-rank 0.9277 0.6819 0.4168 0.5174
Mistral 7B + Prompt-emotion 0.9268 0.6704 0.4182 0.5151
Mistral 7B + Prompt-rank + Prompt-emotion 0.9285 0.6888 0.4210 0.5226
Claude 3 + Prompt-rank + Prompt-emotion 0.9691 0.8434 0.8211 0.8321

Table 3: Results of different models with various strategies for test.

and prompt-emotion strategies achieves the highest
scores across all metrics. Specifically, the prompt-
rank and prompt-emotion strategies enhance the in-
ference capabilities of the basic Mistral 7B model.
The prompt-rank strategy increases the F1 score
by an absolute margin of 3.57%, while the prompt-
emotion strategy improves it by 3.34%. By combin-
ing these two strategies, Mistrial 7B demonstrates
a 4.09% improvement. This clearly demonstrates
the effectiveness of these two strategies. Addition-
ally, the high scores obtained by Claude 3 equipped
with these strategies serve as evidence of the trans-
ferability of our prompts. In terms of format, the
prompt-rank strategy is designed to prompt the lan-
guage models (LLMs) to rank the candidate an-
swers, encouraging them to compare and jointly
consider these answers. This approach promotes
deeper inference by facilitating joint thinking. On
the other hand, the prompt-emotion strategy is in-
tended to evoke human-like emotions and encour-
age more cautious inference. Exploring ways to
emotionally influence LLMs for better responses is
an interesting direction to pursue.

4.2 Case study

Although we specify in the inference prompt that
LLM should derive the answer based on reason-
ing paths, it is highly possible that these paths
alone are inadequate for inferring the correct an-
swer. Consequently, LLMs need to rely on their
intrinsic external knowledge to enhance their infer-
ence capabilities. Figure 4 presents a similar sce-
nario that illustrates this point. In this case, Claude
3 determines that the provided reasoning path is
insufficient to find the correct answer. Therefore,
it combines its intrinsic knowledge with the rea-
soning path to arrive at the answer. The insight
from this example is that the knowledge extracted
from a knowledge graph based on key entities may
not be useful. Although the model can access its
external knowledge, this external knowledge is out-
dated. In the future, we can explore whether the

Query: Which The Lunar Chronicles books was
not published in year 2015?
Response: “The question asks which book from
The Lunar Chronicles was not published in 2015.
To determine the correct answer, we need to iden-
tify which of the provided answers are actually
books from The Lunar Chronicles, and then use
the publication year to narrow down the answer.
The reasoning paths provided offer insights into
the relationship between the answers and The
Lunar Chronicles, but none of them directly ad-
dress the publication year. Therefore, we must
rely on external knowledge about The Lunar
Chronicles series by Marissa Meyer· · ·′′

Table 4: The response of Claude 3 to a specific query.
The highlighted section indicates areas where Language
Models (LLMs) believe external knowledge is neces-
sary.

model can independently access APIs to find the
desired knowledge, as the model’s knowledge may
be outdated.knowledge

5 Conclusion

In this article, we propose an effective method
for the TextGraphs-17 Shared Task in Knowledge-
based Question Answering (KBQA). We explore
the use of Claude 3 and prompt learning to enhance
causal reasoning capabilities. Our research shows
that incorporating ranking prompts and emotional
prompts significantly improves performance. We
provide reproducible experiments with extractable
results using regular expressions. Due to limita-
tions, we conducted an ablation study on Mistrial
7B instead of Claude 3 and have unresolved ques-
tions about reducing output errors in the Language
Model (LLM), including inconsistencies, unreason-
ability, and ambiguity. These challenges require
further investigation and development in future re-
search.
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Abstract 

This paper introduces a novel late interac-
tion mechanism for knowledge base ques-
tion answering (KBQA) systems, combin-
ing Graphormer and transformer represen-
tations. We conducted extensive experi-
ments, comparing various pooling mecha-
nisms and configurations. Our results 
demonstrate significant improvements in 
F1-score compared to traditional baselines. 
Specifically, we found that attention pool-
ing, in conjunction with linearized graph 
and question features alongside sub-graph 
representations, yields the best perfor-
mance. Our study highlights the importance 
of advanced interaction mechanisms and 
the integration of diverse modalities in 
KBQA systems. 

1 Introduction 

Transformer models have dramatically reshaped 
the field of Natural Language Processing (NLP), 
exemplified by their robust ability to capture intri-
cate textual semantics. Pioneering models such as 
BERT have revolutionized various NLP tasks, par-
ticularly in the domain of question-answering (QA) 
systems (Devlin et al., 2019). However, despite 
these advancements, the challenge of accurately 
answering factoid questions, which often demand 
precise, context-specific information, continues to 
pose unique hurdles for language models (Dubey 
et al., 2019; Sen et al., 2022). While BERT and its 
successors excel in text processing, their applica-
tion is sometimes limited without the integration of 
structured, contextual data from external sources. 

These challenges often require not just an under-
standing of the text but also the effective navigation 
and interpretation of structured knowledge embed-
ded within knowledge graphs. Recent advance-
ments in the field have seen a shift towards lever-
aging such graphs, which encapsulate rich, inter-
linked data that can enhance the contextual ground-
ing of answers (Z. Zhang et al., 2020). Knowledge 
Graphs has been increasingly utilized for solving 
complex tasks to enrich language models' re-
sponses, making them more accurate and contextu-
ally aware (Saxena et al., 2020). One notable ap-
proach proposes an innovative method of integrat-
ing Large Language Models (LLMs) with 
Knowledge Graphs to enhance QA systems (Salni-
kov et al., 2023). This method significantly boosts 
the accuracy of LLMs by using sub-graph extrac-
tion based on question entities and re-ranking an-
swer candidates through the linearization of these 
sub-graphs. 
Building upon these foundational insights, this pa-
per aims to further enhance the integration of Lan-
guage models with Knowledge Graphs. We pro-
pose a novel solution that utilizes both transformer-
based text embeddings and knowledge graph em-
beddings more efficiently1. 

2 Related Work 

The ability of transformers to capture textual se-
mantics has led towards a lot of research in 
knowledge and domain adaptation of transformers 
for question answering tasks (Blom & Pereira, 
2023; Cao et al., 2020; Nassiri & Akhloufi, 2023; 
Yue et al., 2021). 
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For instance, recent studies have explored the inte-
gration and text representations and transformers 
for KGQA tasks (Lan et al., 2021; Pereira et al., 
2022). 
The current work is an extension of retrieval-based 
methods for knowledge base question answering 
systems. Previous works have analyzed kg-entity-
embedding to question embedding comparison and 
ranking for fetching answer candidates (Razzhi-
gaev et al., 2023; Saxena et al., 2020) or reranking 
extracted subgraphs using importance prediction 
(Sun et al., 2019). All these methods are limited to 
using text features (entities) from these graphs. 
Thus, treating it as a single modality Natural Lan-
guage Processing (NLP) problem. (Salnikov et al., 
2023) generates candidates using LLMs and uses 
graph linearization to integrate graph data into t5-
transformers for ranking. (Wang et al., 2022) stud-
ied the use of convolution neural networks for scor-
ing answer entities in relation to question and graph 
paths features. (X. Zhang et al., 2022) developed a 
multi-modal approach fusing text and graph repre-
sentations. QA-GNN (Yasunaga et al., 2021) ex-
plored suggested using message forwarding to up-
date the LM and GNN embeddings simultane-
ously. Contrasting to all these approaches, the cur-
rent approach explores the use of transformers and 
graph transformers representation using multiple 
late-interaction heads and binary classifying the 
candidates generated by LLMs using (Salnikov et 
al., 2023) for correct answer candidates. 

3 Methodology 

Figure 1 depicts the overview of our late interaction 
mechanism for Graphormer and transformer repre-
sentations. The text and graph interactions after 
pooling are passed through multiple interaction 
heads. Finally, these fully interacted representa-
tions are used to binary classify; question, answer-
entity and sub-graph set for correct and incorrect 
answers. 

3.1 Dataset 

The dataset2 (Sakhovskiy et al., 2024) consists of 
questions with a list of Wikidata entities mentioned 
in them. For each question, there are 5-10 answer 
candidates provided, all in the form of Wikidata en-
tities. Additionally, a Wikidata sub-graph is given, 
which includes the shortest paths between the enti-
ties mentioned in the question and the entities listed 
as answer candidates.  

3.2 Text Module 

To extract textual information, we embed text rep-
resentations into a language model encoder. Here 
we are using a t5-transformer encoder with multi 
head attention for encoding our representations. 
The text embedding is represented in Eq. 1. 

ቄℎప௡௧
(௟)෪

, ℎଵ
(௟)෪

, ⋯ , ℎ்
(௟)෪

ቅ = 𝐿𝑀 ቀቄℎ௜௡௧
(௟ିଵ)

, ℎଵ
(௟ିଵ)

, ⋯ , ℎ்
(௟ିଵ)

ቅቁ, 

(1) 

where ℎప௡௧
(௟)෪

,  denotes representation of text before 
late interaction. 

3.3 Graph Module 

We employed Graphormer to depict sub-graph 
paths and structures (Ying et al., 2021). The native 
NetworkX encoding of our sub-graphs' structural 
information includes edge encoding in the atten-
tion, spatial (shortest path between node matrices), 
and centrality (in/out degrees). The graph embed-
dings are represented with Eq.  2. 
                                                                       

ቄ𝑔ప௡௧
(௟)෢

, 𝑔ଵ
(௟)෢

, ⋯ , 𝑔௃
(௟)෢

ቅ =

𝐺𝑟𝑎𝑝ℎ𝑜𝑟𝑚𝑒𝑟 ቀቄ𝑔௜௡௧
(௟ିଵ)

, 𝑔ଵ
(௟ିଵ)

, ⋯ , 𝑔௃
(௟ିଵ)

ቅቁ. 

(2) 

Where 𝑔ప௡௧
(௟)෢

 denotes representation of graph before 
late interaction. 

3.4 Interaction Module 

Pooled text and graph representations are calcu-
lated by passing them through a pooling layer. 
Mean Pooling, CLS pooling, and attention pooling 
are used as candidates for our experiments. To in-
teract with and exchange information between text 
and graph representations, a text-graph interaction 
module (Eq. 3) is utilized, drawing inspiration from 
(Lei et al., 2022). 

ቀ𝑔௜௡௧
(௟)

, ℎ௜௡௧
(௟)

ቁ = 𝑖𝑛𝑡𝑒𝑟 ቀ𝑔ప௡௧
(௟)෪

, ℎప௡௧
(௟)෪

ቁ. 

(3) 
The above equation utilizes a inter function. The 
function first calculates the self and cross modality 
similarity coefficients between pooled text and 
graph embeddings: 
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𝑤௛௛ = ℎ෨௜௡௧
(௟)

⊗ ቀ𝜃ଵ ⋅ ℎ෨௜௡௧
(௟)

ቁ ,

𝑤௛௚ = ℎ෨௜௡௧
(௟)

⊗ ቀ𝜃ଶ ⋅ 𝑔෤௜௡௧
(௟)

ቁ ,

𝑤௚௚ = 𝑔෤௜௡௧
(௟)

⊗ ቀ𝜃ଶ ⋅ 𝑔෤௜௡௧
(௟)

ቁ ,

𝑤௚௛ = 𝑔෤௜௡௧
(௟)

⊗ ቀ𝜃ଵ ⋅ ℎ෨௜௡௧
(௟)

ቁ ,

                (4) 

where “⊗” indicates the dot product and θ1 and θ2 
are hyper-parameters that convert the modality rep-
resentations into the interaction-sensitive space. 
The final similarity weights are then obtained using 
a softmax function: 

           
𝑤෥௛௛ , 𝑤෥௛௚ = softmax൫𝑤௛௛ , 𝑤௛௚൯ ,

𝑤෥௚௚, 𝑤෥௚௛ = softmax൫𝑤௚௚, 𝑤௚௛൯ .
    (5) 

In the end, the interaction modules use the com-
puted similarity weights to enable interaction be-
tween the two representations: 

                     
ℎ௜௡௧

(௟)
= 𝑤෥௛௛ℎ෨௜௡௧

(௟)
+ 𝑤෥௛௚𝑔෤௜௡௧

(௟)
,

𝑔௜௡௧
(௟)

= 𝑤෥௚௚𝑔෤௜௡௧
(௟)

+ 𝑤෥௚௛ℎ෨௜௡௧
(௟)

.
                 (6) 

3.5 Classification Module 

The post interaction graph and text representation 
are passed through a concatenation layer and fi-
nally through a classification head to classify if the 
set of question, answer entity and sub-graph is fac-
tually correct or not. 

4 Results and Discussion 

The outcomes of the proposed approach are shown 
in this section, along with comparisons to several 
baselines. The number of interaction heads for all 
the experiments were taken as 10 with a learning 
rate 3e-5. A learning scheduler was using for avoid-
ing overfitting and training was conducted for a to-
tal of 10 epochs. F1-score was considered as the 
evaluation metric. The results are summarized in 
Table 1. It is demonstrated that, our late interaction 
framework outperforms the baselines of baseline-
text -only, baseline-graph-only and baseline-text-
graph. Different pooling mechanisms were com-
pared for the study (Table 1). Attention pooling 
mechanism outperformed CLS and mean pooling. 
Attention Pooling layer with linearized graph and 
question as text features and sub-graph as graph 
feature representation inter-action provided best re-
sults. We also compared out interaction function 
with other interaction function such as: 
 
1 https://github.com/mayank-rakesh-mck/TextGraphs17-
shared-task 
2  https://github.com/uhh-lt/TextGraphs17-shared-
task/tree/main 

 Average Function calculates the average 
of text and graph representation. 

 Soft function calculates new representa-
tion using two learnable parameters as 
weights for interaction. 

Our proposed method outperforms both interaction 
mechanism in terms of F1-score. 

5 Conclusion 

For knowledge base question answering (KBQA) 
systems, our work presents a novel late interaction 
method that combines transformer and Graphor-
mer representations. Compared to conventional 
baselines, this method performs significantly bet-
ter, showing gains in F1-scores.  
We discovered that attention pooling leads to the 
best classification performance, particularly when 
combined with question features and linearized 
graphs with sub-graph representations.  
To improve KBQA systems, our research empha-
sizes the significance of combining various modal-
ities and using cutting-edge interaction methods. 
By enhancing model robustness and performance 
through efficient integration of textual and graph-
based data, this research paves a path for further 
improvements in factoid-based question answer-
ing. 

 

Figure 1: The framework for the proposed interaction 
method between text and graph representations. 
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Abstract

This paper presents the approach of the NLPeo-
ple team for the Text-Graph Representations
for KGQA Shared Task at TextGraphs-17
(Sakhovskiy et al., 2024). The task involved
selecting an answer for a given question from a
list of candidate entities. We show that prompt-
ing Large Language models (LLMs) to break
down a natural language question into a series
of sub-questions, allows models to understand
complex questions. The LLMs arrive at the fi-
nal answer by answering the intermediate ques-
tions using their internal knowledge without
needing additional context. Our approach to
the task uses an ensemble of prompting strate-
gies to guide how LLMs interpret various types
of questions. Our submission achieves an F1
score of 85.90, ranking 1st among the other
participants in the task.

1 Introduction

This paper outlines the NLPeople submission to
the Text-Graph Representations for KGQA Shared
Task at TextGraphs-17. The task involved selecting
the correct answer from a list of candidate answers
for a given question. Knowledge Graph Question
Answering (KGQA) involves using the structured
knowledge and relations present in a Knowledge
Graph (KG) to answer a natural language ques-
tion. Previous KGQA methods focused on two
approaches: knowledge retrieval and semantic pars-
ing. Knowledge retrieval attempts to extract enti-
ties, relations, or triples from the KG that are rel-
evant to the question and can be used to deduce
the answer (Sun et al., 2019). On the other hand,
semantic parsing transforms the question from un-
structured natural language into a structured logical
form (Yih et al., 2016). This form can be converted
into a query and executed over a KG to obtain rele-
vant answers. However, these methods still strug-
gle to perform the complex reasoning required to
answer natural language questions.

To deal with these challenges, recent KGQA re-
search leverages the reasoning and language com-
prehension capabilities of large language models
(LLMs) (Gu et al., 2023; Sen et al., 2023). These
methods try to incorporate the structural knowledge
present in KGs to address the factual hallucination
generated by LLMs during its reasoning process
(Baek et al., 2023; Guan et al., 2023).

We propose a chain-of-thought based prompting
mechanism, which allows an LLM to deduce the
answer by breaking down the initial question into
sub-questions, which when answered, lead to the
final answer. Furthermore, we present our results
using question-type-specific prompting strategies
to address the difficulties models face while rea-
soning over complex question types. We present
results for these methods using Llama3-8b-instruct,
Llama3-70b-instruct, Mixtral 8x7B, and GPT 3.5.
Overall, our results rank 1st with an F1 score of
85.90 improving the baseline GPT 3.5 results by
approximately 18%.

2 Methodology

2.1 Problem Formulation

For a given question and a list of candidate enti-
ties, the task is to choose the candidate entity that
correctly answers the question. Each candidate is
associated with a graph of the shortest paths from
the entities mentioned in the question to the can-
didate entity including links of the intermediate
nodes.

The dataset is annotated with Wikidata entities
and includes seven types of complex questions:
generic, ordinal, intersection, superlative, differ-
ence, multihop, and comparative. The questions
used in this dataset originate from the Mintaka
dataset (Sen et al., 2022), which is a large-scale,
complex, and natural language dataset. In this sec-
tion, we detail the elements of our final submission.
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Figure 1: An example of Chain of Thought Questioning

2.2 Chain of Thought Questioning

LLMs can perform closed-book question-
answering tasks using the knowledge stored in
their parameters (Petroni et al., 2019; Roberts et al.,
2020). However, generating a chain-of-thought
(CoT) improves the ability of LLMs to perform
the complex reasoning required to answer natural
language questions. Wei et al. (2023) show how
these reasoning abilities emerge when a model is
shown examples of intermediate reasoning steps.
We propose a variant of CoT prompting called
CoT-questioning, where LLMs are instructed to
decompose questions into a series of sub-questions
that can be answered independently or in sequence
to arrive at the final answer. The model is provided
with one example suggesting how the model should
approach its instructions (Brown et al., 2020)
as shown in Figure 1. This style of prompting
simplifies the reasoning the model has to do to
understand a complex question by mimicking the
thought process a human would use and guiding
its reasoning path.

Entity Selection The above method provides a
list of one or more possible candidate entities. The
dataset maps candidate entities to their correspond-
ing Wikidata entity IDs. A candidate entity could
map to more than one entity ID since each entity
could be different but have the same name. For
example, the entity named Beyoncé corresponds to
Q15303590: 2013 studio album by Beyoncé and
Q36153: American singer (born 1981). While the
sub-graphs provide the links and relations between
the question and candidate entities, these links do
not always provide the information required to rea-
son out the answer. To disambiguate between en-
tities, we prompt the model to select the correct
entity by providing the entity name, ID, and Wiki-
Data description for the candidate entities using the
prompt in Table 7. If the above method does not

produce a list of candidates, the model is prompted
with all the candidate entities.

2.3 Question Specific Prompts
The dataset comprises questions of different com-
plexity types. Each type would benefit from differ-
ent intermediate steps and reasoning to arrive at the
answer. We propose a prompting methodology that
uses different few-shot prompts for each type of
question. These types are identified using the ques-
tion complexity types from the Mintaka dataset.
Specifically, we target questions of type ordinal,
difference, intersection, and superlative since they
are difficult to decompose due to their complexity.

Superlative and Ordinal Type Questions Such
questions involve a comparison over possible an-
swers. For superlative questions the task is to select
the answer with the maximum or minimum value
for a certain property. For ordinal questions the task
is to select an answer at a certain position when
all answers are ordered with respect to a certain
property. Our strategy for both types is to decom-
pose these questions into their constituent factoid
questions, followed by a comparative operation to
choose the final answer. For example, for the ques-
tion "Who is the youngest movie director?" can
be decomposed into "How old is [candidate]?",
where [candidate] is replaced with each candi-
date answer, and the answer is decided by the
[candidate] that returns the minimum answer.

Zero-Shot Reasoning Prompt Some questions
demand abstract reasoning across multiple paths.
For instance, to answer the question "Who was not
an original Spice Girl?" the model must identify
the original Spice Girls and determine who was
replaced. However, the question could also be in-
terpreted as selecting someone who is not a Spice
Girl at all. To address difference questions, we
utilize the zero-shot prompt listed in Table 9. It
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Prompt Method Model Precision Recall F1 Accuracy

CoT-Questioning llama3-8b-instruct 67.46 63.64 65.50 93.67
llama3-70b-instruct 82.10 78.50 80.26 96.35
mixtral-8x7b-instruct-v01 70.18 68.59 69.38 94.29
gpt-3.5 75.55 76.94 76.24 95.47

Question-Specific Prompts llama3-8b-instruct 71.26 69.44 70.34 94.47
llama3-70b-instruct 84.61 80.90 82.71 96.81
mixtral-8x7b-instruct-v01 68.72 75.53 71.97 94.45
gpt-3.5 77.99 78.21 78.11 95.86

MCQ Prompts with Additional Context llama3-8b-instruct 80.17 80.06 80.11 96.25
llama3-70b-instruct 81.42 81.19 81.30 96.48
mixtral-8x7b-instruct-v01 76.10 76.09 76.10 95.49
gpt-3.5 79.35 79.35 79.35 96.11

Table 1: Development results using the methods detailed in Section 2.

explicitly asks the model to apply reasoning when
answering the question. However, when the model
does not produce an answer listed in the candidate
entities, we perform entity selection with the top
five candidate entities ranked based on the score
produced by the cross-encoder1 when we perform
retrieval over the wikipedia page mapped to the en-
tity ID using the query and linearised graph string.
This prompt can be used for all types of questions.

2.4 MCQ Prompts with Additional Context

In this approach, context is prepared from multiple
sources. In the end, the context, question and fil-
tered answer options are provided to an LLM for it
to pick the correct answer.

First, the LLM is prompted to answer a given
question and provide an explanation. We then ver-
ify that the answer is present in the list of candidate
entities. If present, the answer with the explana-
tion is added to the main context along with the
question entities and their first paragraphs from
Wikipedia, for the answer entities, descriptions,
and entity types are fetched from Wikidata. For
example, for an answer entity named Nile, the con-
text would look like: A. The Nile (Q110044631):
(type watercolour painting) and B. Nile (Q3392):
(type river) major river in northeastern Africa. The
type and description provide additional context for
the LLM to disambiguate and pick the correct op-
tion. The context and candidate entities are used
to re-rank the entities based on their sentence em-
beddings. The lowest-ranking options which likely
contain the wrong candidates are removed. Finally,
using the constructed context and filtered options,
the LLM is prompted to select the correct option.

1huggingface.co/cross-encoder/ms-marco-MiniLM-L-6-
v2

3 Results and Discussion

3.1 Experimental Setup
We evaluate our prompting methods on a 20%
split of the train set containing 7497 samples and
707 questions using Llama 3-8b-Instruct, Llama
3-70b-Instruct (AI@Meta, 2024), Mixtral 8x7B2

and GPT-3.53. The prompts for each model were
amended using their prompt formats and special
tokens. Wikidata entity descriptions were fetched
using the Wikidata client library4. We report the
results of our methods in Table 1. All models are
decoded using greedy sampling.

3.2 Development Results
CoT-Questioning In our CoT-questioning exper-
iments, we used the few-shot prompt outlined in
Appendix Table 6. This example was hand-crafted
using a question from the training data chosen after
examining the scores with multiple few-shot exam-
ples. The results show that Llama3-70b-Instruct
performed the best, achieving an F1 score of 80.26,
followed by GPT-3.5 with a score of 76.24. The
smaller Llama and Mistral models yield signifi-
cantly lower F1 scores.

As shown in Table 2, using entity selection with
Wikidata entity descriptions produces much higher
scores than using the linearized graph strings from
the graphs provided by the dataset. This may be
because the shortest path from the question entity
to the candidate entity does not always contain the
information necessary for the model to select the
correct entity. Additionally, some larger graphs
with repeated words could mislead the model to
select the wrong entity.

2huggingface.co/mistralai/Mixtral-8x7B-Instruct-v0.1
3platform.openai.com/docs/models/gpt-3-5-turbo
4wikidata.readthedocs.io/
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Precision Recall F1 Accuracy

Linearized Graph String 79.66 74.25 76.86 95.78
Description 82.10 78.50 80.26 96.35

Table 2: Llama3-70b-instruct results using entity selec-
tion with Wikidata descriptions vs. linear graph string.

Question-Specific Prompting The results from
our zero-shot reasoning prompt is presented in Ta-
ble 3. We infer that when explicitly asked to reason
before they answer, the LLM tends to reason out
the correct answer. We notice the biggest difference
in F1 among superlative and ordinal type questions
here. While difference questions score lower in the
development split, they eventually score better on
the public test set as shown in Table 4.

Question Type Count CoT Question-Specific
Questioning Prompts

difference 95 71.79 69.23
intersection 157 89.38 90.96
ordinal 95 75.28 83.87
superlative 126 64.13 71.90

Overall F1 707 80.20 82.71

Table 3: F1 scores using question-specific prompts with
Llama3-70b-instruct.

MCQ Prompts with Additional Context The
naive approach with zero-shot prompts of ques-
tions and options without any additional context
led to poor results. The presence of similar but
different options made it difficult to pick the right
answer. The additional context from the Wikidata
improved the score. This approach performed well
on intersection, ordinal and comparative-type ques-
tions. However, the F1 scores were lower for the
superlative type of questions. Table 11 details the
F1 scores by question type.

3.3 Official Results

Final Submission As stated previously, we ob-
served that models produce varying answers for dif-
ferent question types. We ensemble the outputs of
the best-performing models - Llama3-70b-instruct
and GPT 3.5 using CoT-questioning, to get the best
results. We found that when one model gives an in-
correct answer, the other often provides the correct
one. For a question, if the predicted answers differ,
we perform entity selection using GPT 3.5 between
the predictions of both models to choose the correct
answer. For unanswered questions, we prompted
GPT-4 to answer the question and performed entity
selection to select the correct answer. Finally, we
used outputs from question-type specific prompts

with Llama3-70b-Instruct. In each case, we com-
pared the model’s output to the previous outputs
that produced a high F1 score. Table 4 details the
individual results at each step of the ensemble.

Ensembled Method F1

llama3-70b-instruct with CoT-Questioning 80.29
+ gpt-3.5 with CoT-Questioning 82.81
+ gpt-4 with Zero-Shot Answer 85.19
+ llama3-70b-instruct with Question-Specific Prompt 85.99

Final Ensemble 85.99

Table 4: Ensembled system results on public test set.

Results on Private Test Set The official results
are presented in Table 5. Our best submission
achieves an F1 score of 85.90 on the private test set
outperforming the other teams.

Team F1 Rank

zlatamaria 83.00 2
daeheekim 81.26 3
baseline_chatgpt 67.99 4

mmoses 85.90 1

Table 5: Top results on the official private test set.

4 Limitations

The effectiveness of CoT-Questioning depends on
the model used. As observed from the results,
larger models excel at simplifying questions. Addi-
tionally, the accuracy of the final answers depends
on the data the model has been trained with, so it
can produce outdated answers. Better methods to
incorporate the information present in KGs could
help address this problem.

5 Conclusion

In this paper, we described the NLPeople submis-
sion to the TextGraphs-17 Shared Task. We present
three different prompting techniques: (1) chain
of thought questioning (2), question-type specific
prompts, and (3) MCQ prompts with additional
context. We demonstrated that by decomposing a
question into a series of sub-questions, LLMs can
reason over complex questions effectively. Addi-
tionally, using question-type specific prompts and
demonstrations yields positive results for superla-
tive, ordinal, and difference-type questions. These
techniques only require a single demonstration and
need no additional context. Our final submission
using an ensemble of the above techniques achieves
a score of 85.90, which ranks 1st among the other
participants.
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A Appendix

A.1 Prompts
We show detailed prompts used by our prompting
techniques in Table 6, 7, 8, 9 and 10.

A.2 Additional Results
Table 11 presents the F1 scores obtained by the
methods detailed in Section 2 for each question
type.
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Split the question into two questions that can be answered separately. Then compare the answers
to answer the initial question. Only generate the two questions. Do not elaborate.
Question: Who is older, Leonardo DiCaprio or Tom Hanks?
Question 1: How old is Leonardo DiCaprio?
Question 2: How old is Tom Hanks?
Answer both questions.
Answer 1: 49
Answer 2: 67
Use Answer 1 and Answer 2 to answer the initial question.
Tom Hanks

Table 6: Few-Shot Example used for CoT Questioning in Section 2.2.

**Previous Output**
Select the correct ID that references the answer:
[answerEntityId_1]: answerEntity_1 - answerEntity_1_description
[answerEntityId_2]: answerEntity_2 - answerEntity_2_description

Table 7: Example of the entity selection prompt used when a predicted answer entity appears multiple times in the
candidate entity list. This prompt is added to the previous prompt and generated output in Section 2.2 and Section
2.3.

<|begin_of_text|><|start_header_id|>user<|end_header_id|>
Split the question into two questions that can be answered separately. Then compare the answers
to answer the initial question. Only generate the two questions. Do not elaborate.
Question: Who is older, Leonardo DiCaprio or Tom Hanks?<|eot_id|>
<|start_header_id|>assistant<|end_header_id|> Question 1: How old is Leonardo DiCaprio?
Question 2: How old is Tom Hanks?
<|eot_id|><|start_header_id|>user<|end_header_id|>
Answer both questions.<|eot_id|><|start_header_id|>assistant<|end_header_id|>
Answer 1: 49
Answer 2: 67
<|eot_id|><|start_header_id|>user<|end_header_id|>
Use Answer 1 and Answer 2 to answer the initial question. <|eot_id|>
<|start_header_id|>assistant<|end_header_id|>
Tom Hanks<|eot_id|><|start_header_id|>user<|end_header_id|>
Split the question into two questions that can be answered separately. Then compare the answers
to answer the initial question. Only generate the two questions. Do not elaborate.
Question: Who’s won more head-to-head tennis matches between each other, Novak Djokovic or
Roger Federer? <|eot_id|>
<|start_header_id|>assistant<|end_header_id|>
Question 1: How many head-to-head tennis matches has Novak Djokovic won against Roger Federer?
Question 2: How many head-to-head tennis matches has Roger Federer won against Novak Djokovic?
Answer both questions.<|eot_id|><|start_header_id|>assistant<|end_header_id|>
Answer 1: 27
Answer 2: 23
<|eot_id|><|start_header_id|>user<|end_header_id|>
Use Answer 1 and Answer 2 to answer the initial question.<|eot_id|>
<|start_header_id|>assistant<|end_header_id|>
Novak Djokovic <|eot_id|><|start_header_id|>user<|end_header_id|>
Select the correct ID that references the answer:
[Q5812]: Novak Djokovic - Serbian tennis player
[Q15073898]: Novak - family name
[Q21146583]: Djokovic - family name
<|eot_id|><|start_header_id|>assistant<|end_header_id|>
[Q5812]: Novak Djokovic - Serbian tennis player

Table 8: An example of the intermediate outputs produced by the CoT-questioning method from Section 2.2 and
its its prompt format using Llama3-70b-Instruct. This color are the prompts by the user and these are the outputs
produced by the model.
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Answer the question in a clear and concise form after using proper reasoning.
Question: <question>
Model generates answer with reasoning
Extract all possible answers.
Answer_1, Answer_2, ...

Table 9: Zero-shot prompt reasoning prompt used for specific question-types as mentioned in Section 2.3.

INSTRUCTION: You are a multiple-choice quiz expert. You will be provided with a question
and multiple-choice answers in the format of A, B, C, D, E, F, G, H, I, J. You have to read the
given CONTEXT and select one answer. Say the answer option (A or B or C or D or E or F or G or H or
I or J) in ANSWER section Do not Guess the answer. Say UNANSWERABLE if you don’t know the answer.
CONTEXT:
Franz Kafka Prize(Q19362): (is of type literary award) international literary awardThe Franz
Kafka Prize is an international literary award presented in honour of Franz Kafka, the Jewish,
Bohemian, German-language novelist. The prize was first awarded in 2001 and is co-sponsored by
the Franz Kafka Society and the city of Prague, Czech Republic.
...
New York City(Q60): (is of type city in the United States) most populous city in the United States
....
QUESTION:
In what city was the author of the second book to win the Franz Kafka Prize born?
ANSWER OPTION:
A. Prague (Q1085)
B. Kraków (Q31487)
...
...
J. New York City (Q60)
ANSWER:

Table 10: Prompt template used for the MCQ Prompts in Section 2.4.

Question Type Count CoT-Questioning Question-Specific MCQ Prompts with
Questioning Prompts Additional Context

comparative 81 92.68 92.68 85.19
difference 95 71.79 69.23 77.25
generic 81 84.27 84.27 80.25
intersection 157 89.38 90.96 88.82
multihop 72 85.71 85.71 81.94
ordinal 95 75.28 83.87 85.26
superlative 126 64.13 71.90 69.84

Overall F1 707 80.20 82.71 81.30

Table 11: F1 scores per question type on the development split using the three different methods. These were
obtained using the Llama3-70b-instruct model.
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Abstract

In this paper, we present our solution to the
TextGraphs-17 Shared Task on Text-Graph
Representations for Knowledge Graph Ques-
tion Answering (KGQA). GPT-4 alone, with
chain-of-thought reasoning and a given set of
answers, achieves an F1 score of 0.78. By em-
ploying subgraph size as a feature, Wikidata
answer description as an additional context,
and a question rephrasing technique, we fur-
ther strengthen this result. These tricks help
to answer questions that were not initially an-
swered and to eliminate irrelevant, identical
answers. We have managed to achieve an F1
score of 0.83 and took 2nd place, improving
the score by 0.05 over the baseline. An open
implementation of our method is available on
GitHub.1

1 Introduction

TextGraphs-17 task is to select a correct answer
entity for a given question from a list of several
Wikidata entities (Sakhovskiy et al., 2024). These
lists of candidates are generated by LLMs; each
list item is accompanied by a Wikidata subgraph
connecting the potential answer entity to the ques-
tion entities via a shortest path. Data statistics are
summarized in Table 1. The task can be cast as
a binary classification: each answer candidate is
either correct or incorrect; the F1 score is used as
the evaluation measure.

There are two main difficulties with this task.
First, there are questions that have more than one
correct answer. For example, the question Who
were the first two senators to represent
the latest state added to the Union? has
two correct answers: Hiram Fong (Q926441) and
Oren E. Long (Q715129).

The second difficulty is that there is a significant
proportion of questions with several answers with
identical textual labels – 35% in the train subset

1https://github.com/marialysyuk/TextGraphs-17

and 47% in the test (see Table 1). For example, for
the question Who wrote the Leatherstocking
Tales? the correct answer is James Fenimore
Cooper (Q167856). However, there are two more
candidate entities with exactly the same labels:
Q102502290 and Q102502514.2 In such cases, the
selection of the correct entity could be based on the
KG subgraph analysis and/or on accounting for the
descriptions of the candidate entities.

Train Test

# questions 3,535 1,000
# questions with identical answers 1,222 474
Avg. subgraph size 4.44 4.69
# answers per question 10.66 10.96

Table 1: Dataset statistics.

2 Method

Baseline. The baseline is obtained with GPT-43

chain-of-thought (CoT) prompting (Wei et al.,
2022) with the provided set of candidate answers
for the given question. The baseline prompt is as
follows:

Generate the answer using chain-of-thought 
reasoning. After generation verify that your 
answer is in the set of possible answers 
given in the question. If your answer is not 
there, select the answer from the set. At the 
end write the short answer after the phrase 
''So the answer is:''.

Base prompt

2These two persons appear to be a grandson and great-
grandson of the author of the Leatherstocking Tales, see
Cooper’s genealogical tree https://www.wikitree.com/
wiki/Cooper-7320.

3We employed gpt-4-0125-preview model, see
https://platform.openai.com/docs/models/gpt-4-
and-gpt-4-turbo .
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(a) A subgraph for the correct answer (b) A subgraph for an incorrect answer

Figure 1: Examples of subgraphs corresponding to correct and incorrect answers for the question Who was the
first African American baseball player to play in the American major leagues? Color codes:
correct, incorrect, question, intermediate entities.

An example of the input question with candidate
answers:

Q: After publishing A Time to Kill, which book 
did its author begin working on immediately? 

Possible answers: A Clash of Kings, A Feast 
for Crows, Fear and Loathing in Las Vegas, In 
Cold Blood, Into the Woods, Kongenes kamp, 
No Country for Old Men, Slaughterhouse-Five, 
The Firm, The Last Days of Disco.

Q&A example

The phrase So the answer is: is used as a marker
to extract the final answer. The extracted answer is
compared with the provided candidates after low-
ercasing and punctuation removed. If there is an
exact match between the extracted answer and the
provided candidate, this candidate is returned as
the final answer.

Post-processing: fuzzy answer matching. The
surface form of the baseline answer could be
slightly different from the provided candidate an-
swers, for example Jerry Rice vs. Jerry Rice,
Jr or Mongol Empire vs. The Mongol Empire. To
solve these cases, we applied fuzzy string match-
ing with a threshold of 80.4 In some cases GPT-4
failed to return a short answer from the list of pro-
vided candidates. For example, for the question
Who launched the third Roman invasion of

4https://pypi.org/project/fuzzywuzzy/

Britain? the LLM returned: ...So the answer
is: The question seems to be based on
a misunderstanding or mislabeling of the
historical invasions of Britain as none
of the options provided are known for
a “third” invasion, but Claudius would
be the closest in context, despite the
mismatch with the question’s phrasing. In
such cases, we checked whether one of the answer
candidates is mentioned in the ‘reasoning part’. If
we could find exactly one such answer, it was taken
as the correct one. Otherwise, no prediction is
made, as the mention of the options could be just
a part of the reasoning and thus not related to the
prediction.

Post-processing: addressing answers with iden-
tical labels. As mentioned earlier, for some ques-
tions there are several candidate answer entities
with the same textual labels, from which we only
have to choose one.

Figure 1a shows the subgraph for the ques-
tion Who was the first African American
baseball player to play in the American
Major Leagues? for the correct answer. Figure 1b
illustrates the subgraph for the same question, but
with an incorrect answer.

Let’s denote the subgraph size as amount of
edges in the subgraph. There is an observation that
smaller subgraphs lead to correct answers with a
higher probability. Indeed, compare the subgraphs
in the Figures 1a and 1b – the shorter path leads to
the correct answer.
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Configuration Precision Recall F1 score Accuracy

GPT-4 (baseline) 0.722 0.837 0.775 0.955
+ fuzzy answer matching 0.716 0.857 0.780 0.955
+ same-text answer selection 0.816 0.839 0.827 0.967
+ all tricks 0.823 0.843 0.835 0.969

Llama-3-8B-Instruct (baseline) 0.649 0.660 0.654 0.935
+ fuzzy answer matching 0.635 0.703 0.667 0.935
+ same-text answer selection 0.677 0.665 0.671 0.939
+ all tricks 0.697 0.710 0.704 0.944

Table 2: Experiments evaluated at the post-competition stage. All tricks include fuzzy answer matching, same-text
answer selection, original question rephrasing, and augmenting candidate answers with their Wikipedia description.

Predicting the correct answer as the one with the
smallest subgraph leads to an F1 score of 0.248
on the subset of questions with textually identical
answers from the training set, which is quite high
for such a simple heuristic.

However, there are still cases where the candi-
date answers with the same labels also have sub-
graphs of the same size. In this case, we select the
entity with a non-empty Wikidata description. If
contenders still remain, we represent the question
and its candidate answers’ Wikidata descriptions
as average fastText (Bojanowski et al., 2017) em-
beddings and choose the most similar pair in terms
of cosine similarity. fastText model was trained on
the Wikipedia data. Representing words as a collec-
tion of n-grams, fastText can capture the semantic
meaning of morphologically related words, even
for out-of-vocabulary words or rare words. For
instance, consider the question On which KISS
album did Ace Frehley not appear, even
though he was on the cover?; there are two
answers with the same label Creatures of the
Night, but different descriptions: 1982 studio
album by Kiss (Q1139397) and 1983 single
by Kiss (Q5183668). Both corresponding sub-
graphs are of size six, and the embedding of the
correct answer 1982 studio album by Kiss
(Q1139397) is closer to that of the question.

Post-processing: fixing non-answered questions
with prompt tricks. For 24 out of 1,000 ques-
tions, the proposed baseline and post-processing
still result in undefined answers. We address
these cases with two additional tricks. First,
we task the LLM with rephrasing the question
to provide additional information and make it
less ambiguous, following the approach of Deng
et al. (2023). The following prompt was used to
rephrase the original question: Given the above
question, rephrase and expand it to help

you do better answering. Maintain all
information in the original question. In
this way, the original question What fighting
game did Goku not appear in? is transformed
into its rephrased version In which fighting
game is the character Goku, from the
Dragon Ball series, notably absent? As
you can see, LLM adds extra information to the
question about the character from the game and
emphasises the “absent” with “notably” to make
sense of the question more vivid. This is an ex-
ample of a question where the prompt with the
original question failed to produce a valid answer,
while the prompt with a paraphrased question was
successful.

The second trick is to augment the candidate an-
swers with their Wikidata descriptions. In some
cases, the description already incorporates the infor-
mation necessary to answer the question. For exam-
ple, the baseline prompt for the question What was
the Alejandro González Iñárrituto movie
distributed by Legendary Pictures? is ex-
tended as follows:

Below are the facts that might be relevant to 
answer the question:
((''Flesh and Sand'', ''2017 film by Alejandro 
González Iñárritu''), (''I'm Not There'', 
'soundtrack album to the 2007 film of the same 
title'),
 (''In the Name of the King'', ''2007 film directed 
by Uwe Boll''), …)

Q: What was the Alejandro González Iñárrituto 
movie distributed by Legendary Pictures? 
Possible answers: Flesh and Sand, I'm Not 
There, In the Name of the King ...

Q&A example with
answers description 
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Place Team Name F1 score Precision Recall Accuracy

1 NLPeople 0.859 0.867 0.851 0.974
2 Skoltech 0.830 0.818 0.843 0.968
3 POSTECH 0.816 0.825 0.807 0.966
4 baseline_chatgpt 0.680 0.599 0.786 0.931
5 Team <blank> 0.661 0.605 0.727 0.930

Table 3: Top-5 participating teams based on private test, ranked by F1 score.

As one can see from the the example, the de-
scription of the film Flesh and Sand includes the
information of interest for the given question, mak-
ing it possible to select this variant from the set of
possible answers.

Multiple correct answers. Since the ratio of the
questions with multiple correct answers wasn’t
large in the training data (3%), we only addressed
multiple answers with identical labels. In other
words, after removing answers with identical la-
bels, multiple answers to the question could remain
if they have different labels (with the respect to
lower-casing and removing punctuation).

3 Discussion of Results

The results of different configurations on the pri-
vate test set are shown in Table 2. It can be seen
that fixing the problem of multiple answer enti-
ties with identical labels significantly improved
the baseline. All the tricks that fixed unanswered
questions with alternative to the baseline prompts
helped to increase the final scores even more. In
the Appendix 6 we add a description of the ideas
that we tried but they didn’t work.

The competition was held on Codalab.5 The
results on the private test set are presented in Ta-
ble 3. Our team took the second place, showing
competitive results compared to the winning team.
Interestingly, the team rankings based on public vs.
private test sets are quite similar, which rules out
the hypothesis of overfitting on the training set.

4 Ablation study

Since GPT-4 is a proprietary LLM, we tried an
open source LLM in the ablation study to see if
the approach and tricks used in the paper were
transferable to other LLMs. As a baseline, we tried
the Meta-Llama-3-8B-Instruct model.6. As you

5https://codalab.lisn.upsaclay.fr/
competitions/18214#results

6See https://huggingface.co/meta-llama/Meta-
Llama-3-8B-Instruct

can see from the table 2, all the tricks gradually
improve the accuracy results for both models. In-
terestingly, for GPT-4 the biggest challenge was
to differentiate identical labels, and the biggest in-
crease in accuracy was achieved by solving this
problem. For the Llama, on the other hand, the
baseline was not as strong and additional tricks
with other prompting techniques (rephrasing ques-
tions and adding candidate answers with their Wiki-
data descriptions) were more useful because of the
high number of unanswered questions in the base-
line.

5 Conclusion

Although LLMs are praised for their emergent
properties and generalisability, they are black box
models that often fall short of capturing and ac-
cessing factual knowledge (Pan et al., 2024). The
TextGraphs17 shared task was an excellent com-
petition that addresses this gap by unifying LLMs
and KGs.

In this paper, we have given a description of
the method used by our team, Skoltech, who came
2nd in the private test ranking with an F1 score of
0.83. We presented a method based on the GPT-
4 model. The approach answers almost all ques-
tions by implementing additional prompting tricks.
Furthermore, we use subgraph size and Wikidata
descriptions as features that help us to distinguish
between textually similar but factually different
answers.
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6 Appendix

The TextGraphs-17 data relies heavily on the
Mintaka dataset (Sen et al., 2022). Each question in
the original Mintaka has a type annotation that can
potentially be utilized for the answer selection task.
There are seven question types in Mintaka: superla-
tive, difference, multi-hop, ordinal, generic, inter-
section, and comparative. An attempt was made
to create a few-shot prompt by providing a CoT
for each type of question. Thus, in case of ordinal
(When did Metallica put out their fourth
album?) or superlative (Which US president has

had the most votes?) questions, the options
should be ranked by some parameter and the candi-
date at the interested position is selected. Whereas
multi-hop questions (How many kids does the
lead actress of Pretty Woman have?) require
an intermediate reasoning step. For each of the
seven question types, only one example was given
and it might explain why this idea failed. However,
it could be tried the other way round: for each type
of question, a special prompt could be generated
with few examples for this type of question. In
addition, information about the question type is
a good signal about the number of expected an-
swers. Obviously, for comparative and superlative
question types, a single answer is expected.

Another idea was inspired by the P vs NP prob-
lem (Cook, 2000) in computational complexity the-
ory. Informally, it asks whether every problem
whose solution can be quickly verified can also be
quickly solved. In the baseline prompt, we provide
the model with a set of answers and ask it to se-
lect one using CoT. What if we slightly change the
task, and ask the model about one candidate at a
time by replacing the question word by the answer
candidate. For example, to the question Who won
the 1900 Election? is turned into Democratic
Party won the 1900 Election?. The hypothesis
is that it’s easier for the model to check the answer
if there are fewer options. The idea didn’t work
probably because the modified question was not
grammatically correct.

Finally, an attempt was made to reduce the
number of candidate answers by filtering out
wrong paths from question entities. In Konstruktor
Lysyuk et al. (2024), simple questions are stud-
ied where the answer to the question is in 1-hop
from the question entity. Thus, by finding the ques-
tion entity and the relation (the edge between the
question entity and the answer), one can find the
answer. Using the ranking relation procedure from
Konstruktor, we ranked the relations of the ques-
tion entities. Then only the paths containing these
relations remained. While reducing the number
of candidate answers didn’t lead to an increase in
accuracy, this filtering successfully discriminated
between multiple identical answers. In other words,
the label of the correct answer is more likely to be
on the path with selected relations than on the path
with relations not selected by the ranking proce-
dure.
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Abstract

This work describes an approach to de-
velop Knowledge Graph Question Answering
(KGQA) system for TextGraphs-17 shared task.
The task focuses on the fusion of Large Lan-
guage Models (LLMs) with Knowledge Graphs
(KGs). The goal is to select a KG entity (out of
several candidates) which corresponds to an an-
swer given a textual question. Our approach ap-
plies LLM to identify the correct answer among
the list of possible candidates. We confirm that
integrating external information is particularly
beneficial when the subject entities are not well-
known, and using RAG can negatively impact
the performance of LLM on questions related to
popular entities, as the retrieved context might
be misleading. With our result, we achieved
2nd place in the post-evaluation phase.

1 Introduction

While LLM can provide answers to questions, an-
swering factoid questions without access to a KG
can be challenging. It has been shown that in-
corporation of the KG information into LLM sig-
nificantly improves the results for various NLP
tasks (Zhang et al., 2020).

The TextGraph-171 workshop focuses on ex-
ploring synergies between text and graph process-
ing techniques, specifically targeting the fusion of
LLMs with KGs. The shared task presents a novel
challenge in the domain of KGQA, where partic-
ipants are tasked with selecting the correct KG
entity corresponding to a textual question, given
a set of candidate entities and a graph of shortest
paths in the KG connecting the query entities to the
LLM-generated candidates. The shared task aims
to investigate effective strategies for fusing text
and graph modalities, providing a controlled en-
vironment for experimentation. By pre-extracting
the graph data, the organizers facilitate a standard-
ized testbed, mitigating variations due to different

1https://sites.google.com/view/textgraphs2024

graph extraction methods and enabling researchers
to concentrate on enhancing LLM outputs with KG
information. Overall, this shared task contributes
to advancing the understanding and practical appli-
cation of LLM-KG integration for improved QA
performance.

Our main contributions are three-fold:

1. We show that LLMs do partially incorporate
knowledge about Wikidata.

2. We confirm that the QA capability of LLMs
can be enhanced by supplying them with rele-
vant external data.

3. We demonstrate that by leveraging UE tech-
niques, we can efficiently combine multiple
LLMs, each integrated with distinct external
data sources.

2 Related Work

Early approaches in KGQA primarily focused on
simple questions involving node-edge-node triples,
but the complexity increases with multi-hop and
aggregation queries. Izacard and Grave (2021)
achieved state-of-the-art results on benchmarks like
Natural Questions (Kwiatkowski et al., 2019) and
TriviaQA by integrating Wikipedia as an external
knowledge source. Similarly, Talmor and Berant
(2018) showed how web-search results could en-
hance the performance of QA systems on complex
queries from the ComplexWebQuestions bench-
mark.

Hybrid systems combining text and graph-based
information have been particularly effective for
complex multi-choice question answering (MCQA)
tasks. PullNet (Sun et al., 2019) and GraftNet (Sun
et al., 2018) employ relational graph convolutional
networks to iteratively retrieve relevant information
from both text and KGs, improving the handling of
multi-hop questions. Additionally, using KG em-
beddings has been a successful strategy, as demon-

154

mailto:belikova.iua@phystech.edu
https://sites.google.com/view/textgraphs2024


strated by Huang et al. (2019), who enhanced can-
didate retrieval for answers, and Chekalina et al.
(2022), who introduced a memory-efficient rep-
resentation for KG embeddings, improving link
prediction and QA tasks.

The fusion of LLMs with KGs has proven espe-
cially beneficial for MCQA. The GETT-QA (Baner-
jee et al., 2023) uses T5 to convert questions
into simplified SPARQL queries, which are then
mapped to KG entities and relations through a post-
processing step, enhancing accuracy by leverag-
ing both the linguistic capabilities of T5 and the
structured information in KGs. Furthermore, UniK-
QA (Oguz et al., 2022) creates representations for
both structured and unstructured knowledge, facili-
tating open-domain QA over diverse data sources.

3 Dataset

The KGQA dataset is designed for the task of ex-
tracting accurate answers from complex knowledge
graphs, specifically using information from Wiki-
data. Each data instance consists of a textual ques-
tion that contains a list of referenced Wikidata en-
tities. Along with this, there are several candidate
answer options, all presented as distinct Wikidata
entities. A key feature of the dataset is the provi-
sion of a sub-graph extracted from Wikidata, which
comprises the shortest paths connecting the entities
mentioned in the question to those found within the
answer candidates.

The training set includes a substantial amount
of 37,672 samples with 3,535 unique questions.
Whereas the test set contains 10,961 samples with
1,000 unique questions. The dataset also ensures
a balance in terms of candidate answers, with a
minimum of 6 options and a maximum of 20 per
question ("Which Stephen King books have not
been made into movies yet?"), making it a chal-
lenging yet versatile resource for developing QA
systems. The majority of questions (3,425) in the
training set have a single correct answer; however,
110 questions have more than one correct answer.
Therefore, the primary objective is to classify the
answers into two categories: correct or incorrect.

4 Proposed Approach

We based our solution on Llama 3 series of LLMs
in 8 billion (8B) and 70 billion (70B) parame-
ter sizes. These models are specifically designed
for dialogue applications and have demonstrated
superior performance compared to popular open-

source chat models on standard industry bench-
marks (AI@Meta, 2024).

4.1 Retrieval-Augmented Generation

Retrieval-Augmented Generation (RAG) combines
the strengths of LLMs with information from exter-
nal databases to boost the precision and reliability
of generated content, especially for tasks demand-
ing substantial knowledge base. By facilitating
seamless updates and integration of specialized
data, RAG effectively fuses the internal knowledge
of LLMs with the extensive and ever-evolving ex-
ternal data reservoirs, creating a synergy that en-
hances performance.
Wikidata ID description As the simplest form of
external knowledge augmentation, we incorporated
the Wikidata ID and answer candidate description
from Wikidata.
Web-search results As external knowledge, we
used web-search results from DuckDuckGo (Parsa-
nia et al., 2016). DuckDuckGo aims to deliver
relevant results while respecting user privacy. In
addition, DuckDuckGo doesn’t require an API key
and doesn’t apply any limitations on getting web
results (10 search results were returned for each
query). The prompt including the web-search re-
sults can be found in the Appendix A.
Textualized KG Furthermore, we incorporated the
subgraphs provided by the organizers as an exter-
nal knowledge source. For textualizing the graph,
we opt to use Llama 3 70B with the following
prompt (Wu et al., 2023):

Prompt

Transform this wiki graph into text. Write only
the new string that contains the text represen-
tation of the graph.

The prompt with textualized graph can be found
in the Appendix A.

4.2 Uncertainty Estimation

Uncertainty Estimation (UE) refers to the process
of measuring the level of confidence in the pre-
dictions generated by a LLM. Initially, UE was
employed to identify hallucinations, which are in-
stances where the model fabricates facts without
offering users a clear way to assess the truthfulness
of its statements (Maksimov et al., 2024). Typi-
cally, UE involves calculating it for an entire se-
quence, requiring us to aggregate the uncertainties
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Model RAG Precision Recall F1 Accuracy

Llama3 8B

– 48.85 47.61 48.22 90.46
D 51.77 49.95 50.84 90.98

G + D 42.54 41.54 42.04 89.31
W + D 60.38 58.84 59.60 92.55

G + W + D 42.54 41.54 42.03 89.30

Llama3 70B

– 74.80 73.41 74.10 95.21
D 77.19 75.76 76.47 95.65

G + D 75.60 74.19 74.89 95.36
W + D 82.05 79.96 80.99 96.50

G + W + D 79.52 77.42 78.45 96.03

Table 1: Evaluation results for two Llama 3 scales (8B and 70B) are as follows. RAG denotes the knowledge
sources, where D refers to the textual description of answer candidates from Wikidata, W represents DuckDuckGo
web-search results (with the query being the question), and G signifies the textualized graph representation provided
in the dataset. When equipped with knowledge from web-search results and Wikidata answer candidate descriptions,
Llama 3 outperforms all other external knowledge sources. F1 score serves as the primary competitive metric.

associated with numerous individual token predic-
tions. This often necessitates the use of sophis-
ticated sampling and pruning strategies, such as
beam search. However, in our specific scenario,
the number of potential prediction choices is fixed
and limited by number of answer candidates. As a
result, the uncertainty estimation process becomes
significantly more streamlined and straightforward.
Specifically, we utilized white-box UE methods,
including maximum probability (Fadeeva et al.,
2023) and margin probability (Kuhn et al., 2023),
i.e. the difference between the probability of the
most likely answer and the probability of the sec-
ond most likely answer.

5 Results and Discussion

Before providing the main results, we first examine
the inherent knowledge of the LLM concerning
Wikidata entities.
What LLM knows about Wikidata? To demon-
strate the inherent capability of LLMs to link a
Wikidata entity with its corresponding Wikidata
ID, we carried out two fundamental experiments.
These involved prompting Llama 3 70B to gener-
ate both entity IDs and entities from IDs. How-
ever, it emerged that predicting an entity from
its ID often led to inaccuracies, with the model
succeeding mainly in associating IDs with the
most well-known entities, such as Barack Obama,
World War II, Washington, D.C., Italy. Moreover,
when prompted about being pretrained on Wikidata,
Llama 3 confirms positively.

Does the size of LLM make a difference when
utilizing non-parametric knowledge? Table 1
presents a comparison of Llama 3 models with
varying sizes. While employing external knowl-
edge, one might anticipate that both Llama 3 scales
would exhibit similar performance; however, this
is not the case. The larger Llama 3 70B model con-
sistently surpasses the smaller Llama 3 8B model
across all scenarios. This suggests that the size
of the language model remains crucial even with
external knowledge, owing to its extra parametric
knowledge or improved reasoning abilities.

Whether all external data are equally helpful?
Table 1 showcases a comparison of Llama 3 models
with different external knowledge sources. Llama 3
augmented with external knowledge in both scales
outperforms Llama 3 without it.

Incorporating descriptions from Wikidata is par-
ticularly helpful for distinguishing answer candi-
dates with the same name (Bob Dylan – Q392, Bob
Dylan – Q251309).

The Llama 3 70B model, augmented with web-
search results and descriptions, surpasses all other
approaches, including the Llama 3 70B model that
was provided with descriptions, web-search results,
and a textualized knowledge graph. This implies
that incorporating more diverse knowledge might
potentially confuse the model, leading to a decrease
in performance.

Furthermore, we establish a correlation between
the external knowledge utilized and the correctness
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Model UE Precision Recall F1 Accuracy

Llama3 70B
max prob 83.83 82.11 82.96 96.85

margin prob 84.23 82.50 83.35 96.92
Baselinechatgpt – 58.11 78.18 66.67 92.73
Bestprivate test – 86.67 85.14 85.90 97.39

Table 2: The evaluation results compare two strategies for combining outputs from three Llama 3 70B models,
each enhanced with distinct knowledge resources (description, web-search, and knowledge graph). The margin
probability strategy involves selecting an answer from the LLM where the difference p(top1)−p(top2) is maximum
for a given sample. This ensemble strategy surpasses all other aggregation methods, demonstrating that different
external knowledge sources can be advantageous for various questions. F1 score serves as the primary competitive
metric.

of answers based on their popularity2 measured on
the training set. Consequently, Llama 3 70B, which
uses solely entity descriptions as input, accurately
classifies approximately 37% of entities with a pop-
ularity score below the median and 63% of those
with a score equal to or above the median. On the
other hand, the model incorporating web-search
context in addition to entity descriptions correctly
classifies around 45% of less popular entities and
55% of more popular entities, respectively.
What is the best way to combine LLMs with
different external knowledge sources? As shown
in the Table 1, integrating all three external knowl-
edge sources degrades the performance. Never-
theless, each knowledge resource offers unique
information that can be beneficial for answering
certain questions while hindering performance on
others. Table 2 compares two strategies for com-
bining outputs from three Llama 3 70B models,
each fortified with different knowledge resources
(description, web-search, and knowledge graph).
The margin probability approach entails choos-
ing an answer from the LLM where the difference
p(top1)−p(top2) reaches its maximum for a given
sample. This ensemble strategy outperforms al-
ternative aggregation techniques, highlighting that
diverse external knowledge sources can be advan-
tageous for distinct questions.

Also worth noting is the contribution of the vari-
ous data sources to the final results. Using both un-
certainty estimations, the proportion of predictions
by Llama 3 70B enhanced with knowledge graph is
about 10%, and the web-search and description are
about 44% and 46% respectively, with the margin
probability estimation using slightly fewer predic-
tions made by incorporating web-search.

2The popularity is estimated by the number of views of the
corresponding Wiki page per month for the first half of 2023.

The proposed method significantly outperforms
the ChatGPT-based baseline; however, it still lags
behind the top-performing system.

6 Conclusion

In this paper, we detailed the system submit-
ted for the TextGraph-17 workshop, focusing on
the development of KGQA system. We intro-
duced a straightforward yet efficient Llama-3-
based pipeline. Our study investigated how in-
corporating external knowledge into a LLM can
notably enhance KGQA performance. We showed
that a marginal probability combination of three
Llama 3 70B models employing different external
resources outperforms all baselines and attained
a score comparable to the 2nd place in the post-
evaluation phase.

For future work, we propose testing various
LLMs at different scales and exploring different
methods for integrating external knowledge. Ad-
ditionally, we aim to compare open LLMs with
proprietary LLMs. Furthermore, we did not exam-
ine the multilabel capability of our solution, and a
comprehensive error analysis is essential.

The proposed KBQA approach can be employed
independently or integrated within a NLP frame-
work (Burtsev et al., 2018).
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A Prompts

Prompt with web-search context

You are a helpful assistant. You must follow the rules before answering:
- A question and its answer options will be provided.
- The question has only one correct option.
- The correct answer is always given.
- Write only the number of the correct option.
- If you do not know the answer, write only the number of the most likely one.

Below are the facts that might be relevant to answer the question:
1. Review by Karin Tanabe. October 18, 2023 at 11:00 a.m. John Grisham ...
2. Some of his most famous books include ...
If there is no relevant fact, rely on your knowledge or choose a more likely option.

Question:
"After publishing A Time to Kill, which book did its author begin working on immediately?"
Options:
0. {"answer": "A Feast for Crows", "WikiDataID": "Q1764445"}
1. {"answer": "Fear and Loathing in Las Vegas", "WikiDataID": "Q772435"}...

Prompt with textualized graph

You are a helpful assistant. You must follow the rules before answering:
- A question and its answer options will be provided.
- The question has only one correct option.
- The correct answer is always given.
- Write only the number of the correct option.
- If you do not know the answer, write only the number of the most likely one.

Question:
"In Harry Potter literature series wrote by J.K. Rowling, which follows Harry Potter and the
Philosopher’s Stone?"
Options:
0. {"answer": "Half-blood Prince", "WikiDataID": "Q10355035", "WikiDataGraph": "Harry Potter
and the Half-Blood Prince is a book in the Harry Potter universe, written by J. K. Rowling and part
of the Harry Potter series..."}
1. {"answer": "Harry Potter", "WikiDataID": "Q8337", "WikiDataGraph": "J. K. Rowling wrote
Harry Potter and Harry Potter and the Sorcerer’s Stone..."}...
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