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Abstract

Ontology population, which aims to extract
structured data to enrich domain-specific on-
tologies from unstructured text, typically faces
challenges in terms of data scarcity and linguis-
tic complexity, particularly in specialized fields
such as retail banking. In this study, we investi-
gate the application of large language models
(LLMs) to populate domain-specific ontologies
of retail banking products from Thai corporate
documents. We compare traditional span-based
approaches to LLMs-based generative meth-
ods, with different prompting techniques. Our
findings reveal that while span-based methods
struggle with data scarcity and the complex
linguistic structure, LLMs-based generative ap-
proaches substantially outperform, achieving
a 61.05% F1 score, with the most improve-
ment coming from providing examples in the
prompts. This improvement highlights the po-
tential of LLMs for ontology population tasks,
offering a scalable and efficient solution for
structured information extraction, especially in
low-resource language settings.

1 Introduction

With an increasing volume of text document repos-
itories, the need for efficient and accurate informa-
tion management systems has become inevitable.
Ontology is one of the tools that facilitate struc-
tured representations of knowledge within specific
domains, promoting interoperability and reason-
ing from unstructured data sources (Gruber, 1993).
In addition, a specialized subset of ontologies,
such as Schema markup, can also empower orga-
nizations to publish machine-readable web pages,
thereby enhancing their visibility on search engines
(Schema.org, 2008).
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However, the task of extracting and populating
domain-specific ontologies from unstructured texts
presents significant challenges due to the diversity
of the source materials (Chasseray et al., 2023).
Particularly in the banking sector, source docu-
ments, often authored by various internal units,
lack a standardized format, frequently compris-
ing only phrases or fragmented information rather
than complete sentences (Petrova et al., 2017). In
this domain, especially under low-resource lan-
guage settings, structured storage can also be lever-
aged to construct a knowledge graph to facilitate
downstream tasks such as recommendation systems
(Guo et al., 2020) or question answering systems
(Khongcharoen et al., 2022).

Recent advances in natural language processing
(NLP), especially the development of large lan-
guage models (LLMs), have led to new approaches
to semantic annotation and ontology population
(Babaei Giglou et al., 2023). These models, with
their capacity for language comprehension, allow
for automating the extraction of structured infor-
mation, even in languages with limited training
resources (Huang et al., 2023; Saetia et al., 2024).
However, the effectiveness of LLMs for ontology
populations in specific domains, such as banking,
where the accuracy of extracted information is
paramount, remains underexplored.

Tuning the prompts is one of the techniques to
optimize LLMs for a specific task. A range of
prompting techniques, including few-shot learn-
ing (Brown et al., 2020), chain-of-thought (CoT)
prompting (Wei et al., 2022), and others, have
been proposed to enhance the performance of
LLMs across various NLP tasks, from named-
entity recognition (NER) to complex question
answering. These techniques aim to guide the
model’s attention and reasoning process, facilitat-
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ing a more accurate extraction and interpretation of
the desired information. While the impact of these
prompting strategies has been extensively studied
in other NLP applications, their application in struc-
tured information extraction from unstructured text,
particularly within the context of low-resource lan-
guages, has yet to be thoroughly investigated. This
gap necessitates a study to understand the potential
of various prompting methods in improving the ef-
ficiency and accuracy of ontology population tasks
especially in low-resource language. Herein, we
study the extraction of structured information from
corporate banking documents, particularly credit
card product descriptions, using both traditional
span-based methods and innovative LLMs-based
generative approaches.

The main contributions of our work are summa-
rized as follows:

• We provide a comparative study between span-
based and generative approaches for ontology
population tasks within the banking sector.

• We present LLM-based generative approaches
with different prompting techniques for ex-
tracting structured information from text in a
low-resource language context.

Our proposed approach could offer benefits to
organizations maintaining internal documents in
low-resource languages, seeking to streamline their
data warehousing and enhance data interoperability
across departments, particularly when resources for
comprehensive data annotation are limited.

2 Related Work

2.1 LLMs for Generative Information
Extraction

The recent advancements in LLMs have attracted
attention to investigate their role in generative struc-
tured information extraction (IE), such as Named
Entity Recognition (NER) and Relation Extraction
(RE). Early studies have pioneered the approaches
to address the limitations of LLMs in NER, intro-
ducing methods that formulate NER into a gener-
ative task and employ self-verification strategies
for accuracy enhancement (Xia et al., 2023; Wang
et al., 2023). Particularly, (Xia et al., 2023) pro-
poses a training-free framework that improves the
LLM performance in zero-shot NER. Similarly,
frameworks like QA4RE (Zhang et al., 2023) have
been proposed to improve LLM accuracy for RE

tasks by aligning the task with question-answering
tasks. GPT-RE (Wang et al., 2023) develops fur-
ther by incorporating task-aware representations
and reasoning logic to mitigate the issues of low
relevance between entity and relation. To address
the issues on the large number of relation types,
(Li et al., 2023a) integrates the LLM with a dedi-
cated inference module to improve document-level
relation extraction.

Another paradigm to tailor the models to specific
tasks is through prompt tuning, which has been
shown to improve the overall performance (Yin
et al., 2023). Code4UIE utilizes prompts that align
the input-output pair with the pre-training stage
of LLM for code generation (Guo et al., 2023).
Few-shot prompting has also been used to provide
task-specific examples for the LLMs to learn from
(Brown et al., 2020). Techniques like CoT also
encourage logical inferences and reasoning from
the models (Wei et al., 2022). Additionally, interac-
tive prompt strategies, like multi-turn QA, facilitate
iterative refinement and feedback on generated ex-
tractions (Zhang et al., 2023). In IE, explicitly
stating the definition of the field in the prompt is
also reported to have a substantial influence on the
extraction accuracy (Sousa et al., 2023).

3 Methodology

3.1 Data Collection

In this study, we analyze internal corporate docu-
ments detailing 20 retail banking products, specifi-
cally credit cards. These documents were manually
tagged by a Thai linguist and subsequently verified
by two computational linguistics researchers, to
follow banking product ontology. The ontology
employed herein aligns closely with the Schema’s
PaymentCard concept. Namely, we consider
four main properties from PaymentCard (floor-
Limit, monthlyMinimumRepaymentAmount), Fi-
nancialProduct (annualPercentageRate), and Ser-
vice (availableChannel). Schema’s structure is se-
lected because of its relevancy to the original docu-
ments. Other ontologies are discussed in A.1.

The primary objective of the ontology popula-
tion task is to extract these properties from the orig-
inal, unstructured text. This objective is achieved
through the use of either span-based approaches
or variations of the LLMs-based generative ap-
proaches.
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3.2 Span-based Approach

This approach adopts the widely utilized BIO ex-
traction concept (B-named entity for the beginning;
I-entity name for the inside; O; for non-entity to-
kens) (Ramshaw and Marcus, 1999), which effec-
tively detects the beginning and intermediate to-
kens within spans or entities. As pre-trained lan-
guage models have shown success in this task (De-
vlin et al., 2018; Brown et al., 2020), here, we fine-
tune Wangchanberta, a Thai pre-trained language
model (Lowphansirikul et al., 2021), on the dataset
while incorporating the BIO concept. A few-shot
setting is also applied using two-state prototypical
networks similar to previous few-shot NER meth-
ods (Ding et al., 2021; Li et al., 2023b)

3.3 LLMs-based Generative Approach

In this approach, GPT-3.5 (Brown et al., 2020; Ope-
nAI, 2023b) is employed to extract structured prop-
erties or entities from the provided text (The com-
parison between GPT-3.5 and GPT-4 is provided in
A.2). The prompts are designed as a prefix-prompt
(Liu et al., 2023) to generate JSON-formatted out-
puts, ensuring ease of parsing and storing.

The prompt initially consists solely of a task de-
scription to guide the model in a zero-shot setting.
As illustrated in Figure A.1 in part A, the prompt
comprises three sentences. The first sentence pro-
vides the instruction while specifying the output
format. The second sentence includes the name of
the primary field, and the final sentence lists the
associated sub-properties.

To improve the conciseness in the context of
extracting the structured properties, three prompt
construction strategies are presented as follows.

3.3.1 Few-shot Prompting

We adhere to the original method outlined in the
previous work (Brown et al., 2020), which involves
the insertion of examples after the task description
but before the expected input text. Specifically, we
use “TEXT:" to mark the commencement of the
input, and “ANSWER:" to indicate the beginning of
the output for each example. The structure of this
few-shot setting prompt is depicted in Figure A.1
part C.

In a positive example, the input text contains all
sub-properties in the task description. Conversely,
the negative example deliberately excludes all sub-
properties.

3.3.2 CoT Prompting
To guide the reasoning capability of the model, we
follow a similar CoT approach as presented in (Wei
et al., 2022). We include a segment of the extracted
text that mentions all sub-properties as the preced-
ing reasoning before generating the sub-properties
themselves. The initial step guides the model to
extract this text as a preliminary step before extract-
ing each sub-field. Consequently, the model can
identify the relevant text within the primary field
without necessarily comprehending the sub-field
at the beginning. In the positive example, the ex-
tracted text is populated as the first field (labeled
as “extracted_text”) within the JSON-formatted
output. The structure of the prompt, where “ex-
tract_text” is integrated into a few-shot setting, is
shown in Figure A.1 part C.

3.3.3 Definition from schema.org
The definition of each primary field and its respec-
tive sub-properties are sourced from “schema.org”
(Schema.org, 2008) and are provided explicitly in
the prompts. Notably, only the meaning or descrip-
tion of each field is selected, with other details
such as examples being excluded. The segment
containing these definition within the prompt is af-
ter the task description but before the inclusion of
example, as shown in Figure A.1 part B.

3.4 Evaluation Metrics

To evaluate the performance of both span-based
approaches and the LLM-based generate approach,
we employ F1 scores to compare the extracted enti-
ties and the annotated ones.

For the span-based approaches, evaluation en-
tails the computation of a macro-averaged F1 score
based on token prediction. In this work, macro-
averaging is used to ensure equal consideration of
all classes.

Meanwhile, the evaluation of the generative uses
an F1 score based on exact matches. The evaluation
involves determining the intersection between the
predicted entities and the labeled entities within
each sub-field.

4 Results and Discussion

4.1 Experiment - Span-based Approach

The results of the span-based approaches are shown
in Table 1. When the Wangchanberta model is fine-
tuned using the BIO extraction concept, the model
yields only a 4.92% F1 score across all four main
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Model Precision (%) Recall (%) F1 score (%)
BIO extraction model (with classes) 13.89 2.99 4.92

Span detection (no classes) 96.43 11.79 21.01
Zero-shot 14.00 35.90 20.14

Few-shot (pos) 27.27 69.23 39.13
Few-shot (pos + neg) 55.81 61.54 58.54
Few-shot + Definition 47.79 69.23 56.54

Few-shot + CoT 49.54 69.23 57.75
Few-shot + CoT + Definition 51.79 74.36 61.05

Table 1: The results of span-based and LLMs-based generative approaches.

classes. This result confirms the limited efficiency
of the fundamental span-based approach when em-
ployed with a restricted volume of training data.

In the subsequent experiment, conducted in a
few-shot setting, span detection without consider-
ing specific classes yields a 21.01% F1 score. This
result indicates that using traditional span-based
approaches is still relatively limited even for just
identifying the span without classifying the class.

4.2 Experiment - LLMs-based Generative
Approach

The results, shown in Table 1, indicate that when
utilizing a prompt containing solely a task descrip-
tion, the model achieved 20.14% F1 score. This
poor performance likely arises from the model mak-
ing assumptions on the definition of given fields.

To address this limitation, the incorporation of a
positive example as a context, results in a notable
improvement, yielding a 39.13% F1 score. This
improvement is particularly significant in terms
of recall, as it mimics the provided example, en-
hancing the models’ ability to recognize relevant
information. Subsequently, after introducing the
negative example, the precision further increases
(an F1 score of 58.54%). This enhancement sug-
gests a better model comprehension, being able to
identify what should be disregarded. Importantly,
this outcome underscores that adopting even with
only two labeled examples can yield substantial
improvements.

To further improve performance, the inclusion
of the proposed CoT and the field definition from
schema.org provides a more comprehensive con-
text for the model to understand each respective
field. While there is a slight decrease in precision
and the F1 score when utilizing CoT and defini-
tion separately, their combined integration results
in approximately 2.5% increase in the F1 score

compared to the prompt without these components,
yielding the overall F1 score of 61.05%.

The results herein show the ability of LLMs to
adapt to complex, domain-specific tasks using rel-
atively simple prompt adjustments, even in a low-
resource setting. Particularly, providing both posi-
tive and negative examples has the most influence
on improving the performance in this information
extraction task.

As these prompting techniques are not language
specific, the prompting sequences proposed here
can also be applied to other languages. However,
the accuracy of the output depends on the profi-
ciency of the selected LLM in the target language
(Nguyen et al., 2023; Le Scao et al., 2023).

5 Conclusion

In this study, we conduct an evaluation of struc-
tured information extraction from unstructured
Thai corporate documents describing retail bank-
ing products. We show that while LLM-based ap-
proaches allow for the extraction of relevant con-
cepts without prior task-specific, the models face
limitations in accurately interpreting unstructured
text in low-resource language. This work demon-
strates the efficiency of LLMs-based generative
approaches enhanced by advanced prompting tech-
niques, achieving an F1 score up to 61.05%. Our
findings reveal that providing both positive and neg-
ative examples leads to the most improvement in
the F1 score.

6 Future Work

This work can be extended outside of financial
domain, leveraging Schema.org’s extensive enti-
ties and properties. Additionally, the generated
knowledge graph can be employed for question-
answering or other information retrieval applica-
tions (Yang et al., 2015; Yani and Krisnadhi, 2021).
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Integrating this graph into Large Language Models
(LLMs) can potentially enhance their capabilities
through graph neural networks and other reasoning
methods (Kang et al., 2022; Liu et al., 2020).

7 Limitations

In this study, we note several limitations. First,
GPT-3.5 was trained for general-purpose tasks and
can be replaced with more robust, task-specific
models. Specifically, Thai, as a low-resource lan-
guage, tends to exhibit lower performance when
compared to high-resource languages such as En-
glish. Second, the writing style can vary among
different authors and languages, potentially making
consistent annotation challenging. Also, identify-
ing the span of the target entities within the docu-
ment can sometimes be subjective. The span of the
target entities can be a word or a phrase depending
on the entity type. For example, “serviceLocation"
can include a long phrase of an address but “value"
in “floorLimit” can be only one number.
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A Supplementary Information

A.1 Financial Ontology

Current ontologies in the financial and banking sec-
tors are designed to provide a formal representation
of financial knowledge. This often encompasses
the categorization of financial entities and the def-
inition of properties for each entity. In the early
stages of ontology and knowledge engineering, the
primary objective was to create a machine-readable
Semantic Web to enhance information retrieval
and enable reasoning with structured knowledge
(Berners-Lee et al., 2001).

While various financial ontologies have been
developed to represent concepts from both the cus-
tomer perspective (such as transactions) and the
organization perspective (like banking products),
there is often a degree of conceptual overlap among
these ontologies, each capable of representing infor-
mation relevant to the financial and banking indus-
tries. The Financial Industry Business Ontology
(FIBO), developed by the Enterprise Data Man-
agement (EDM) Council, stands out as one of the
most comprehensive, encompassing loans, securi-
ties, and financial processes (Bennett, 2013). The
eXtensible Business Reporting Language (XBRL)
provides a global framework for exchanging busi-
ness information, primarily focused on processing
financial statements and regulatory filings (Taylor
and Dzuranin, 2010).

Similarly, the International Financial Reporting
Standards (IFRS) ontology is tailored to financial
reporting standards (Tănăsescu, 2016). In contrast,
the Bank Ontology offers a wider array of concepts
covering products offered by banking institutions
(Bank-Ontology-Project, 1999). Conversely, al-
though not strictly adhering to the W3C Web Ontol-
ogy Language (OWL) standards initially intended
for the Semantic Web, the Schema.org markup pro-
vides centralized, extensible schemas for represent-
ing structured data vocabularies across various in-
dustries, including financial and banking products
(Guha et al., 2016).

A.2 The comparison of GPT-3.5 and GPT-4

In the following comparative analysis, both GPT-
3.5 and GPT-4 were subjected to identical prompts,
with the results shown in Table A.1. Contrary to
GPT-3.5, prompting GPT-4 under a zero-shot set-
ting yields a better result, likely from broader gen-
eral reasoning capability (OpenAI, 2023a). When
positive and negative examples are provided, GPT-

4 exhibits improvements similar to GPT-3.5. Nev-
ertheless, GPT-3.5 demonstrates a slightly better F1
score, likely because the outputs from GPT-4 are
paraphrased into more readable text, while those
from GPT-3.5 maintain the exact text extracted
from the input text. Moreover, the GPT-4 output
may include additional information, in some cases,
the start and end dates, or the special condition of
the property. A similar comparison between GPT-
3.5 and GPT-4 also be observed when prompting
with CoT and definition. In summary, although
GPT-4 may be employed for this task and may gen-
eratively extract accurate information, additional
post-processing or restrictive prompting will need
to be used to prevent the model from generating
additional information. Other metrics that measure
semantic similarity or human evaluation can be
used to further investigate the comparative perfor-
mance of the two models.
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Model Precision (%) Recall (%) F1 score (%)
Zero-shot 22.82 43.59 29.96

Few-shot (pos + neg) 53.41 60.26 56.63
Few-shot + CoT + Definition 50.49 66.67 57.46

Table A.1: The results of LLMs-based generative approach using GPT-4.

Figure A.1: The prompt for extracting “availableChannel” integrating all construction strategies

60


