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Abstract

This paper presents teaching materials, particu-
larly assignments and ideas for classroom activ-
ities, from a new course on large language mod-
els (LLMs) taught at Charles University. The
assignments include experiments with LLM
inference for weather report generation and ma-
chine translation. The classroom activities in-
clude class quizzes, focused research on down-
stream tasks and datasets, and an interactive
"best paper" session aimed at reading and com-
prehension of research papers.

1 Introduction

Reflecting contemporary trends in education is a
challenging task. The teachers often need to decide
which promising topics to cover in their course and
which topics are better to leave for discussion in
reading groups. The unstable nature of research
progress also means that courses that are not up-
dated regularly lose their relevance in time. How-
ever, when the trend becomes as prominent as large
language models (LLMs) have become, the need
for a systematic overview in the form of a special-
ized course gets increasingly urgent.

This paper presents one of these efforts — a new
course taught at Charles University composed of
a series of LLM-related lectures and interactive
sessions. During its first year in 2024, 51 students
enrolled in the optional course, mainly attending
local BSc or MSc study programmes.

The course is composed of 13 sessions with var-
ious levels of interactivity, including lectures, di-
rected discussions on the current topic, quizzes,
as well as practical work with LLMs (Section 2)
and other classroom activities (Section 3). After a
broader discussion in the first session, the course
focused on the following topics: The Transformer
model (Vaswani et al., 2017), LLM training and
inference, data collection and evaluation, LLM ap-
plications, efficiency, multilinguality, speech pro-
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cessing, translation, meaning/understanding, and
ethics of LLM training and use.

All course materials, including slides, record-
ings, and assignments, are available on the course
website.!

2 Assignments

We organized two assignment-based sessions fo-
cused on (1) generating weather reports using
LLMs and (2) using LL.Ms for machine translation
(MT). For each task, we ran instances of different
models on our GPU cluster with an API provided
by the text-generation-webui? package. The
API allowed the students to access and configure
the models without the need to access specialized
hardware or rely on commercial platforms.

In both tasks, the students worked in small teams
(up to 5 people), and were provided with a starter
code? that would call the model API with a spec-
ified set of parameters. Besides choosing the ap-
propriate prompts, the teams experimented with
various decoding parameters, including the sam-
pling temperature, the k and p parameters for top-k
and top-p sampling, and the beam size.

Text Generation. In this task, the students were
asked to generate weather reports in natural lan-
guage using an LLM. The students were provided
with a selection of JSON files retrieved from the
openweathermap.org API for various cities. The
assignment was divided into 4 subtasks: (1) gener-
ating a report about the current weather, (2) gener-
ating a 5-day forecast, (3) generating a report in a
language other than English, and (4) changing the
forecast style (e.g., for specific target groups).

The four models the students experimented with

]https://ufal.mff.cuni.cz/courses/npfl14®

2https://github.com/oobabooga/
text-generation-webui

Shttps://github.com/kasnerz/npfl140
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were Mistral 7B,* Mistral 7B Instruct (Jiang et al.,
2023). Phi-2 (Javaheripi et al., 2023)° and Aya-
101 (Ustiin et al., 2024). The students reported on
the difficulties of generating factually accurate out-
puts from the models, confirming recent findings
(Kasner and Dusek, 2024). They also proposed
improved data preprocessing, prompt formatting,
and decoding parameters.

Machine Translation. In the MT assignment,
the teams were given paragraphs of text in 21 (un-
known) languages and instructed to translate them
using an LLM into English and then into a language
of their choice. Again, the students experimented
with prompt engineering and decoding parameters.

For the first part, we created a simple web app®
for submitting the English translation, which com-
puted the Character F-score (Popovié, 2015) and
showed a leaderboard of the 10 best-scoring teams
per language during the session. After the assign-
ment, the leaderboard can be configured to show
the source language and the reference translations.
The leaderboard then shows all submissions made
to the app except those marked as debug submis-
sions. In the second part of the assignment, the
students were asked to experiment with translation
into a language of their choice. They should submit
a report, which is due a week after the hands-on
session.

We used a slightly different set of models com-
pared to the previous assignment. Mistral 7B
Instruct and Aya-101 remained, and we added
translation-specific models Tower Instruct (Alves
et al., 2024) and ALMA-R (Xu et al., 2024).

When translating into English from medium-
resourced languages, the students could gener-
ally match the quality of commercial MT systems.
However, translating into their languages (e.g., Slo-
vak, Ukrainian, Georgian, Serbian) appeared chal-
lenging.

3 Classroom Activities

Discussions. Discussion among the students was
a recurring activity in many of the sessions. To en-
courage as many students to participate, we either
let them discuss in small groups and then present

4https://hf.co/mistralai/Mistra1-7B-v0.1

Shttps://hf.co/mistralai/
Mistral-7B-Instruct-vo.1

https://hf.co/microsoft/phi-2

7https://hf.co/CohereForAI/aya—101

8https://github.com/jlibovicky/
11lm-mt-assignment
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their position, or we used interactive slides to col-
lect and show their input in real-time,” which also
encouraged less self-confident students to share
their opinion.

Discussion is an effective method for teaching
non-technical topics. In the final session on this
course, we focused on two primary areas. The first
area involves the question of whether LLMs can
truly understand language. We recommend engag-
ing students in discussions about various thought
experiments (e.g. Searle, 1985; Bender and Koller,
2020) and exploring both sides of the debate: those
who argue that it is impossible (e.g. Bender et al.,
2021) and those who believe it is possible to some
extent (e.g. Andreas, 2022; Sggaard, 2022). The
second area covers ethical considerations. Here,
students discussed environmental and labor issues
related to training LLMs (e.g. Bender et al., 2021)
and the broader challenges associated with the de-
velopment and deployment of language technolo-
gies (e.g. Jorgensen and S@gaard, 2023).

Class Quizzes. Every session began with a short
multiple-choice quiz based on the topics from the
previous class. These quizzes were implemented
using a simple web app !° that shows a QR code
to join the quiz, and after a certain amount of
time, it shows the results. Each question can be
answered multiple times until the correct choice
is selected, providing immediate feedback to the
students. When the time is up, the app shows the
correct answers and the number of unsuccessful
attempts for each incorrect choice.

At the final session, students complete a simi-
lar immediate-feedback test in the form of scratch
cards (Epstein et al., 2001).

Downstream tasks and datasets. During the
class on LLM fine-tuning, we asked the students
to split into groups and assigned downstream tasks
(summarization, code generation, hate speech de-
tection, and machine translation). The students
were supposed to find suitable datasets and evalua-
tion metrics. The groups presented their findings
to the class and then discussed the potential draw-
backs of the benchmarks and evaluation metrics.

Reading research papers. One of the goals we
set for the course was to teach the students to re-
sponsibly assess the quality and trustworthiness of
recent research papers. We organized an activity

°Slido: www.slido.com
Ohttps://github.com/jlibovicky/class-quiz


https://hf.co/mistralai/Mistral-7B-v0.1
https://hf.co/mistralai/Mistral-7B-Instruct-v0.1
https://hf.co/mistralai/Mistral-7B-Instruct-v0.1
https://hf.co/microsoft/phi-2
https://hf.co/CohereForAI/aya-101
https://github.com/jlibovicky/llm-mt-assignment
https://github.com/jlibovicky/llm-mt-assignment
www.slido.com
https://github.com/jlibovicky/class-quiz

where the students role-played a best-paper com-
mittee, partially inspired by the Role-Playing Paper-
Reading Seminars (Jacobson and Raffel, 2021).

We selected five papers to encourage critical as-
sessment of the values of model descriptions (Jiang
et al., 2023; Schick et al., 2023) and analytical
works (Basmova et al., 2023; Balloccu et al., 2024;
Yoon et al., 2024). Each student was randomly
assigned one of the papers to read thoroughly.

During the class, we first divided the students
into groups containing at least one student per ar-
ticle, where the students explained the papers to
each other. Then, the students re-grouped by their
assigned article, where they discussed the paper
again and nominated an advocate for and against
it. Then, the advocates presented their final one-
minute speeches. Finally, students secretly voted
for the best paper using an online form.

4 Conclusion

We presented teaching materials and class activities
for a new LLM course taught at Charles Univer-
sity. In the first year, 51 students enrolled course of
which around 30 were actively participating. We
expect a larger attendance in the following years
after the course is upgraded from optional to elec-
tive!! All classroom activities can be applied in
larger cohorts as well. Scaling up the LLM-based
assignments for larger number of students might
pose an issue for institutions with limited access
to computing resources. However, we used four
model setups (for each we needed one GPU) that
were available for all the students, and so we used
up only a relatively small portion of the resources
available in our GPU cluster. We therefore expect
no severe issues with scaling up to a few hundreds
of active students. The availability of enough teach-
ing assistants to ensure proper feedback to the stu-
dents will potentially become a more significant
issue.
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