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Abstract

The development of language technology (LT)
for an endangered language is often identified
as a goal in language revitalization efforts, but
developing such technologies is typically sub-
ject to additional methodological challenges as
well as social and ethical concerns. In partic-
ular, LT development has too often taken on
colonialist qualities, extracting language data,
relying on outside experts, and denying the
speakers of a language sovereignty over the
technologies produced.

We seek to avoid such an approach through
the development of the Building Endangered
Language Technology (BELT) website, an ed-
ucational resource designed for speakers and
community members with limited technologi-
cal experience to develop LTs for their own lan-
guage. Specifically, BELT provides interactive
lessons on basic Python programming, coupled
with projects to develop specific language tech-
nologies, such as spellcheckers or word games.
In this paper, we describe BELT’s design, the
motivation underlying many key decisions, and
preliminary responses from learners.

1 Introduction

The development of language technologies (such
as spellcheckers, automated transcription, and ma-
chine translation) has been commonly suggested
as a goal in language revitalization projects (Kor-
nai, 2013; Zhang et al., 2022). However, research
and development of these LTs historically has been
fraught with social and ethical concerns. NLP re-
search generally underrepresents such languages
(Joshi et al., 2020; Blasi et al., 2022), and research
into so-called "low-resource" and endangered lan-
guages often treats them as a homogenous group
of languages, identical to high-resource and polit-
ically dominant languages in every aspect except
data availability (Dogru6z and Sitaram, 2022).
Worse, the development of LTs for endangered
languages has often taken on colonialist qualities

(Bird, 2020): over-promising the benefits of doc-
umentation and technology development (Speas,
2009; Brinklow et al., 2019); consuming language
data with little regard to speaker privacy (Macri
and Sarmento, 2010); denying the language com-
munity sovereignty over their data (Pool, 2016);
prioritizing the development of tools of interest
to the outside expert, rather than those desired by
actual speakers (Liu et al., 2022); and relying on
experts with little relationship to the community
for continued development and maintenance (Bird,
2020; Flavelle and Lachler, 2023).

While some recent results suggest that large lan-
guage models can be usefully deployed in language
documentation and revitalization contexts (Tanzer
et al., 2024; Zhang et al., 2024b,a, among others),
most such models remain closed, and running them
for a new language requires exposing data that lan-
guage communities may prefer to keep private.

We strive to provide a resource for speakers in-
terested in developing and maintaining language
technology for their own language with the BELT
(Building Endangered Language Technology) web-
site. BELT is an educational tool designed for
learners without any coding experience to gain ba-
sic programming skills, develop language technol-
ogy using data from their language, and deploy
simple applications for real-world usage.

In particular, we developed BELT with the fol-
lowing goals:

* A free, open-source resource that can be used
for guided workshops as well as independent,
asynchronous learning.

* Interactive Python lessons that encourage re-
peated practice and experimentation.

* Lesson materials that are approachable to a be-
ginning programmer, while enabling creation
of realistic and useful applications.

Proceedings of the Sixth Workshop on Teaching NLP, pages 94-104
August 15, 2024 ©2024 Association for Computational Linguistics



Home

Skills

Projects

Lang:en~ | Open JupyterLab |  Hi, michaelginn ~

Intro - Start Here!

Skills

background, you can skip right to the projects below.

Python Basics

n Introduction to Python
Working with lists

Python for Language Technology

E Reading and writing files
ﬂ Machine learning in Python

s

Building Endangered Language Technology

Learn practical skills for building low-resource language technology.

Get set up with the JupyterHub environment that you'll need for all the lessons.

Valuable techniques for working with Python, Unix, Regular Expressions, and other tools that you'll need. If you have a strong coding

B Data types
n Working with text

Building apps with Gradio

E Logical structures

Using Regular Expressions to
search text

e

Figure 1: The main BELT course page. Lessons are divided into short skills and longer, in-depth projects. Each
lesson links to a Jupyter Notebook in the user’s environment.

» Language-agnostic project tutorials that re-
quire only a text file of unlabeled language
data as input.

* A strict focus on NLP-related topics, avoiding
an overly-general programming curriculum.

* Full localization into languages other than En-
glish.

We describe our design decisions for the website
and lesson materials. Furthermore, we report feed-
back and results from two in-person workshops
based around the BELT site, in which community
members for a variety of endangered languages
were able to build and share language technologies
for their respective languages. Finally, we reflect
on future improvements to continue to make BELT
a valuable resource for NLP education.

2 Overview

BELT is an interactive web course, which anyone
can access for free.! After logging in, a user is
presented with the main course page (Figure 1).
The course contains fifteen interactive lessons cov-
ering language technologies and the coding skills

"https://lecs-lab.github.io/belt
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needed to build them, which are provided here in a
recommended order.

Curriculum Lessons are divided into Skills,
shorter notebooks each covering a single focused
topic (such as regular expressions), and Projects,
longer tutorials which cover a realistic language
technology (such as a spellchecker). We recom-
mend completely new learners to work through the
skills section first before attempting the projects;
more experienced users may simply refer back to
the skills section as needed.

Lesson Format Clicking on a lesson launches
a user-specific Jupyter Lab environment, automat-
ically loading a Jupyter notebook for that lesson
(Figure 2). Notebooks are organized for structured
learning and contain a mix of instructional text, pre-
written code blocks, and interactive exercises and
challenges. For example, the skill lesson covering
strings in Python includes the exercise in Figure 3.
Notebooks are stored on a per-user basis, and they
persist across sessions. Lessons can access shared
files from the server, such as corpora that we pro-
vide. In addition, users can upload their own files,
allowing them to use their own language data for
many of the projects.
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Figure 2: Lessons load notebooks in the Jupyter Lab environment. Lessons are fully interactive, can load files from
the shared filesystem as well as from the user’s storage, and can even launch user-created apps with the Gradio

framework.

Exercise 1

Print out all of the 2-character substrings that occur in the given string. For
instance, the first substring should be "He". There should be 12 total substrings.

» Show answer

1 sentence = "Hello, world!"

# TODO: Loop over the string and print out all the 2-character substrings

Figure 3: A sample exercise from the lesson on strings.

Projects While skill lessons tend to be short, fo-
cused overviews of relevant topics, projects are
more involved and tailored to endangered lan-
guage technology development. For example, the
spellchecker lesson (Figure 2) requires only a
wordlist as input. The spellchecker itself uses low-
resource techniques such as edit distance to identify
suggested spellings, rather than data-hungry, state-
of-the-art methods (generally neural networks).

Projects are highly interactive, with many exer-
cises drawing on knowledge learned in the skill
lessons. Projects also include several challenge
exercises (Figure 4) for motivated learners, rang-
ing in difficulty from simple UI modifications to
development of additional system features.
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Challenges 1|

1. Right now, our spellchecker only lets you add the first mispelled word to the
lexicon. Enhance this functionality by creating two new buttons. One button
will let you Add all mispelled words to the lexicon. The other button will let you
Ignore a mispelled word and move to the next one.

. Our spellchecker displays suggestions, but it doesn't let you do anything with
them. Replace the textbox with buttons for each suggestion. When you click
on a suggestion, it should replace the mispelled word in the input textbox.

N

Figure 4: Challenge exercises at the end of the
spellchecker lesson.

Gradio Perhaps the most overlooked challenge
in community-led language application develop-
ment is the deployment of usable, scaleable soft-
ware. In BELT lessons, the Gradio? framework
is used extensively in order to build simple user
interfaces for the technologies developed. Gradio
runs as a local, interactive app inside the Jupyter
notebook, and it can be accessed temporarily via
a live URL (see Figure 5). Furthermore, through
Hugging Face Spaces,® Gradio apps can be hosted
permanently and for free.

Zhttps://www.gradio.app
*https://huggingface.co/spaces
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Uspanteko Spellchecker
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= Examples

Kwand xink'uli'k, re 6jr taq tzijj in ak'el na.

24 Spelichecked

Kwand xink'ulik, re 6jr taq in akeel na.
Add 'tzijj' to lexicon

Suggestions

tzij | tzil) | tzi*

Built with G

Figure 5: A running Gradio app. Learners create small applications such as spellcheckers, predictive text, and word
games using the Gradio framework. Apps can be accessed via a live URL while they are running, or permanently if

the app is hosted on Hugging Face.

3 Platform

We selected JupyterHub® as the primary framework
powering BELT. JupyterHub is an open-source plat-
form that allows many users to access Jupyter com-
puting environments on a remote server. Jupyter-
Hub works by spawning a separate Jupyter environ-
ment for each user and serving the Jupyter Note-
book or Lab application as a web app.

3.1 Alternatives

Before deciding on JupyterHub, we considered sev-
eral alternatives, which we describe below in addi-
tion to our reasons for selecting as we did.

Static materials Digital textbooks or static web-
pages would require the least effort to distribute,
and many high-quality NLP resources of this sort
already exist. They require minimal computa-
tional resources, can often be used offline, and are
straightforward to translate into other languages.
However, we believe that interactivity is critical to
a fluid learning experience, and a static approach
would add significant friction, as learners would
need to configure their own development environ-
ments and solve any issues that arise with installa-
tion.

*https://jupyter.org/hub
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Jupyter Notebooks Interactive notebooks have
become a popular tool for pedagogy in computa-
tional fields (Cardoso et al., 2019; Johnson, 2020),
allowing for alternating plain-text and code blocks
that can be edited and run. Distributing download-
able Jupyter notebooks can often be an ideal choice
for learners with some prior programming experi-
ence (such as computer science undergraduates),
who are expected to set up Python environments,
configure coding software, and install packages.
While these are valuable skills to learn, we believed
that this additional friction could discourage poten-
tial learners with minimal technical experience.

Jupyter Books Jupyter Book’ is an alternative
platform, also based on the Jupyter environment,
used to create digital textbooks that incorporate
interactive code contents. While Jupyter Book pro-
vides excellent features for creating well-formatted
content, there are significant limitations for interac-
tive content that would not allow learners to easily
deploy their applications.

3.2 Deployment

For initial development of BELT, we use The Lit-
tlest JupyterHub (TLJH)® distribution, which runs

5https://jupyterbook.org/en/stable/intro.html
https://github.com/jupyterhub/
the-littlest-jupyterhub
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on a single server and supports up to one hundred
simultaneous users. Jupyter Hub can also be run on
Kubernetes, scaling to tens of thousands of users,
and in the future we plan to deploy BELT using
this method.

We hosted the initial BELT site on a server in-
stance running Ubuntu 18.04 with 4 GB of RAM
and 100 GB of disk space.

3.3 Serving Notebooks

When a user clicks a lesson for the first time, we use
nbgitpuller’ to fetch the lesson notebook from
our Git repository. The latest version of the note-
book is cloned into the user’s personal storage on
our JupyterHub. After this point, they can modify
the notebook and changes will persist.

4 Design

We made several design decisions involving fea-
tures and enhancements to the JupyterHub plat-
form, aiming to make the BELT site as approach-
able and usable as possible.

4.1 Web Pages

By default, JupyterHub serves several web pages
for login, registration, launching servers, and other
basic functions. These pages have minimal, sim-
ple design elements, but we find that they can be
confusing for users not familiar with that style of
interface. To address this interface issue, we re-
place the pages completely, striving for a look that
resembles a modern web or mobile app rather than
a scientific tool (see Figure 1).

We add up-to-date styling libraries, Bootstrap
v35% and FontAwesome v6,° both commonly-used
frameworks in web design. We also create entirely
new page templates (built with the Jinja'° engine),
custom CSS styles, and custom assets.

We also modify the configuration and style code
for the Jupyter Lab environment, removing unnec-
essary elements to create a clean, intuitive interface
(Figure 2).

4.2 Localization

Reaching a global audience is an important goal
of the project. We prepared the application to be

7https://nbgitpuller.readthedocs.io/en/latest/
index.html

8https://getbootstrap.com/docs/5.0/
getting-started/introduction/

9https://fontawesome.com

Ohttps://jinja.palletsprojects.com/en/3.1.x/
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fully localized, and completed preliminary local-
ization into Spanish and partial localization into
Portuguese.

JupyterHub itself does not provide any frame-
work for page internationalization, and standard
localization libraries require server-side modifica-
tions. Instead, we developed a small JavaScript
helper that does the following:

1. Finds any components marked with a custom
HTML attribute data-i18n-id;

2. Dynamically replaces the string contents of
the node with a localized string from the ap-
propriate lookup table; and

3. Dynamically modifies any URLSs to point to
the appropriate localized content.

While this method may not scale well to large
numbers of components, it is very lightweight and
very performant in our usecase. We perform lo-
calizations using Crowdin,!" a web platform for
creating and storing localization data. The user
can switch their language with a simple picker in
the menu bar, and their choice is persisted with
cookies.

Because Jupyter notebooks cannot be dynami-
cally updated as easily, we employ a different strat-
egy for localizing the notebooks. We create local-
ized versions of every notebook using Crowdin,
and store each version at a path containing the ap-
propriate language code. Then, we dynamically
switch the links using our localization script to
point to the correct notebook.

Within lesson notebooks we primarily translate
the informational material and part of the code com-
ments (those corresponding to Portuguese), leaving
variable and function names untouched for both
languages. We debated whether to localize these as
well, but elected against it as doing so may make
running bilingual workshops more difficult. We
also install language packs for the Jupyter Lab user
interface, allowing the user to switch the language
for text elements such as menus and tooltips.

5 Lesson Materials

Skills Currently, our curriculum includes lessons
for the following skills:

1. Introduction to Python
2. Data types

"https://crowdin.com
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Files

Gradio
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Machine learning

Within each lesson, we strive to discuss only
the information that is absolutely required for the
projects later to come. Lessons tend to be short and
focused, typically around fifteen to thirty minutes
worth of content with a few exercises. We recog-
nize that there are a multitude of existing, in-depth
Python educational resources, and we refer learners
to outside sources when appropriate.

The material is presented with English examples
and written with a succinct prose style that strives
to be accurate without being overly technical. We
primarily frame each skill in relation to language
technology; e.g., while regular expressions can be
useful for a wide variety of tasks, we primarily
discuss their use for searching and preprocessing
natural language text.

Exercises strive to reinforce critical concepts.
They often foreshadow tasks that will be neces-
sary for projects; for example, the lesson on lists
and sets asks the user to turn a list of words
into a unique set. This skill is later used in the
spellchecker project for creating a wordlist from a
lexicon.

Projects Our curriculum currently includes four
projects, described below. As development of
BELT continues, we plan to add new projects, ei-
ther for new language technologies, or for more
advanced versions of the technologies already in-
cluded. We additionally welcome new projects
from the broader community.'?

1. Spellcheckers: In this project, students create
a simple, lookup-based spellchecker, using a
word list built from a text file.

Predictive text: The same text file is used to
build a simple n-gram language model, which
is then used to predict the most likely next
word in a sequence.

12Please contact the first author if you are interested in
contributing to BELT.
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. Word games: In this project, users learn to
create two word games: a word scramble, and
a hangman-style game. These can draw from
the provided text, or users can upload custom
word lists.

. Automatic morphological inflection: In this
project, users learn to use finite-state machines
to build rule-based morphological inflection
tools, which can be useful in spell-checking,
dictionaries, language learning games, and
other downstream applications.

These projects cover a number of common tech-
nologies that can be built with minimal resources
and are appropriate for most languages. The
projects use data files from several different lan-
guages to teach users how to build the technologies:
English, Spanish, Latin, and the Mayan language
Uspanteko. However, we strongly encourage learn-
ers to use their own language data where available,
and we provide guidance for how to import, load,
and manage those data files.

Within each project, exercises require applica-
tion of information from the skill lessons (encour-
aging learners to use prior lessons as a reference),
and they often combine multiple topics. To avoid
too much frustration, learners can double-check
their solutions by revealing answers to the exer-
cises. For more difficult exercises, we offer for
learners to receive one or more hints. We also pro-
vide stretch exercises, in the form of open-ended
challenge problems, for more experienced learners.

Each project tutorial culminates with users hav-
ing built a simple version of a tool. Depending on
the data file used as input, these tools may or may
not be suitable for real-world use. They are, how-
ever, suitable foundations for more sophisticated
versions of the same tools. It is our hope that some
learners will be inspired to build better and better
versions of the tools produced by our lessons, thus
working toward truly viable technologies for the
languages those learners care about.

We would also note that our goal very specif-
ically is not to teach learners how to build state-
of-the-art tools using the latest developments in
NLP. Rather, we aim for tools that have a low com-
putational expense, need minimal input data, do
not require annotation, and can be deployed in a
straightforward way.



6 Live Workshops

Over the last year, we have held two live workshops
to teach all or part of the BELT lessons to different
audiences. As it happens, both workshops took
place in South America. The initial workshop, held
in the summer of 2023, helped us to identify some
improvements around both the hosting method and
the lesson contents that we implemented for the
second workshop at the start of 2024.

6.1 Bogota, Colombia, June 2023

The first live workshop was held in the context of
the Amazonicas IX conference in Bogotd, Colom-
bia in June 2023.1

The event was attended by around fifteen partici-
pants, with hybrid participation (some in situ and
others via Zoom). The participants were mostly
linguistics/anthropology undergraduates with no or
some basic programming experience.

The workshop was taught across four consecu-
tive days, with each day’s session lasting three and
a half hours. Each session was divided into two
working blocks with a 30-min break between. The
first session covered the Skills lessons, the remain-
ing three sessions were dedicated to the first three
applied projects: Spellchecker, Predictive text and
Word Games. The sessions were delivered in En-
glish, and supported in Spanish by a collaborator
who had previously translated the interactive web
course materials.

In terms of results, the materials were positively
received. However, time constraints, along with the
background knowledge of programming by most
attendees, led to some difficulties which limited the
exploration of more specialised and related lessons
such as Regular Expressions (RegEx) and Machine
Learning (ML).

Participants were able to create applications for
several languages which they worked closely with,
including word games in the endangered Indige-
nous languages Karijona and Umbra.

6.2 Santiago, Chile, January 2024

The second BELT workshop took place in Santi-
ago, Chile, in early January 2024, as part of a 3-day
workshop on Tecnologias Digitales y Lenguas In-
digenas (Language Technologies and Indigenous
Languages).'* This was an abbreviated version of

13https://cienciassociales.uniandes.edu.co/
congreso-de-las-lenguas-amazonicas/
“https://ws.dcc.uchile.cl/en/

the workshop, offered during one three-hour morn-
ing session. Code from the word games project
was then used on the third day to build word games
for four different Indigenous languages.

The workshop had more than 40 participants,
with 56% linguists, 20% speakers of Indigenous
languages, 15% computer scientists, and 9% rep-
resentatives of public policy organizations. Most
presentations were delivered in Spanish, some in
English, and a small number in local Indigenous
languages. The BELT session was delivered in
English, with real-time translation into Spanish.

Because of time constraints and the mixed back-
grounds of participants, we grouped participants
into teams of 2-5 people, ensuring that each team in-
cluded at least one participant with prior experience
writing code in Python. In this case, the main goals
were: a) to introduce all participants to Python
programming and to the range of topics available
through BELT; b) to provide a foundation for a
shared project on the third day of the workshop;
and c) perhaps most importantly, to demonstrate
the attainability of producing simple language tech-
nologies with a bit of data and a bit of code.

Some participants noted that, whether or not they
intended to continue the BELT lessons, seeing first-
hand how a programming language works, and how
pieces can be put together to build a functioning
system, opened their eyes to new possibilities for
their languages. Other participants asked about us-
ing the lessons for teaching kids in school contexts.
Localization of the course materials into Spanish
was essential to the success of the workshop.

The third day of the workshop was set up as a
hackathon, with several different interdisciplinary
teams working on practical projects. We used code
from the BELT word games project to produce
hangman and word scramble games for Mapudun-
gun, Aymara, Quechua, and Ckunsa. To make
the games playable by new language learners, we
compiled a list in Spanish of colors, numbers, an-
imals, body part terms, and family relationship
terms. Speaker and linguist participants then filled
in the equivalents in the four Indigenous languages.
The entire process took about three hours, and the
eight games are hosted and playable through Hug-
ging Face Spaces."”

Bhttps://huggingface.co/TDLI2024
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7 Participant Perspectives

(Note: This section is written from the perspective
of our third author, who was a participant at the
first workshop.)

As a descriptive linguist, the linguistic software
I have used in the past—Phonology Assistant!¢
and Fieldworks Language Explorer (FLEx)'"—do
not require any programming knowledge. My only
experience with programming has been modify-
ing small chunks of PRAAT scripts. The BELT
workshop was an opportunity to get hands-on expe-
rience to build language tools for small resources
languages and later to share my results with native
speakers.

The website for the workshop provided a com-
prehensive and self-contained approach to the sub-
ject, with sessions clearly divided into lessons. The
first lessons started with fundamentals, covering
syntax and basic operators, progressing through nu-
merical and set operations. Then, lessons became
more complex, combining earlier lessons for tasks
such as data preprocessing and manipulation. For
several parts of the workshop, I and other partici-
pants were able to work with my own corpus.

I primarily work with Karijona, a Cariban Ama-
zonian language with very little existing resources.
The Karijona orthography and basic rules were dis-
cussed with the Puerto Nare Community in 2015
and since then standardized for educational use
(Guerra et al., 2024), and the first language learn-
ing book was published just a few months before
the workshop (Resguardo Indigena de Puerto Nare,
2023).

The book consisted of nine brief texts and many
examples, all cross-checked with native speakers
for transcription consistency. For the workshop, I
uploaded these materials to my account on BELT
in order to create apps in the Karijona language.

Following the lessons, we built a word unscram-
bling game and hangman game, which I was able to
deploy through HuggingFace Spaces and even use
on a mobile device. Then, I shared the apps with
a group of Karijona speakers from Puerto Nare,
who were able to try them during a trip to Bogota.
However, as there is very limited internet in Puerto
Nare, making it difficult for speakers to use these
apps regularly. Thus, it is an urgent priority to ex-
pand the BELT lessons to enable offline use apps
that can be used on mobile devices.

16https ://software.sil.org/phonologyassistant/
"https://software.sil.org/fieldworks/

8 Related Work

NLP and computational linguistics pedagogy has
a rich history of research and applications, with
much work in developing online learning resources
(Artemova et al., 2021; Baglini and Hjorth, 2021)
and live instruction techniques (Bender et al., 2008;
Agarwal, 2013; Gaddy et al., 2021; Durrett et al.,
2021; Kennington, 2021). Research has explored
how best to teach language technology concepts to
learners without a computer science background
(Fosler-Lussier, 2008; Poliak and Jenifer, 2021; Va-
jjala, 2021) and in non-English instruction settings
(Messina et al., 2021; Pannitto et al., 2021). Cama-
cho and Zevallos (2020) recommends integration of
(computational) linguistics into high school curric-
ula as a method to fight language decline. However,
to our knowledge, there are no existing educational
resources for the development of endangered lan-
guage technologies.

In general, the development of endangered lan-
guage technology faces well-studied challenges
(Dogruéz and Sitaram, 2022). Penttonen (2011) de-
scribes methods used to create online technologies
such as dictionaries and language learning games
for Karelian. Bird (2018) explores challenges in
mobile applications specifically.

9 Conclusion

The BELT website offers a new resource for teach-
ing beginning Python programming, with the di-
rect goal of supporting development of language
technologies for endangered languages. All course
materials are freely available online and can be
used to teach instructional workshops or for self-
guided, asynchronous learning. Users need nothing
more than a standard laptop and an Internet con-
nection. It is our hope that these resources might
spur new activity in community-based development
of language technologies, thereby supporting data
privacy and sovereignty for language communities.
Looking ahead, we are continuing development
of BELT along several pathways. First, we would
like to use the localization framework we built to
translate the course materials into a wide range of
languages of wider communication, such that the
materials will be accessible to multilingual speak-
ers around the world. Second, we have several
planned additional skills and projects to add to the
platform. In both of these directions, we welcome
contributions from the broader NLP community.
We hope to develop a mobile version of BELT,
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as mobile devices may be more common among
younger members in many communities. Through
this app, we hope to allow offline use of the ap-
plications created in BELT, for situations where
users have intermittent internet access. Finally, we
would like to explore the possibility of branching
off BELT access such that versions of the website
could be self-hosted, for example by tribal govern-
ments, immersion schools, summer schools, and
the like.

Ethics Statement

First, it is important to note that we ourselves
are not members of Indigenous communities, nor
speakers of endangered languages. We offer these
resources in the hopes that members of those com-
munities can use them as a launching point to de-
velop their own technologies in a manner that is
entirely self-determined (Schwartz, 2022).

Second, we have been careful to develop BELT
in a way that allows users to retain control over
their own data. User-uploaded files are hosted on
our server, but they are not copied or re-distributed
in any way, nor are they available to other users of
BELT. Users can delete these files at any time.

Finally, BELT is a freely-offered resource, cur-
rently supported by grant funding. We are com-
mitted to providing for sustained hosting for the
website, so that these resources will remain avail-
able as long as they are relevant and useful. We
will never charge users to learn using BELT.
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