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Abstract

Computational linguistics models commonly
target the prediction of discrete—categorical—
labels. When assessing how well-calibrated
these model predictions are, popular evalu-
ation schemes require practitioners to manu-
ally determine a binning scheme: grouping
labels into bins to approximate true label pos-
terior. The problem is that these metrics are
sensitive to binning decisions. We consider
two solutions to the binning problem that ap-
ply at the stage of data annotation: collecting
either distributed (redundant) labels or direct
scalar value assignment.

In this paper, we show that although both
approaches address the binning problem by
evaluating instance-level calibration, direct
scalar assignment is significantly more cost-
effective. We provide theoretical analysis and
empirical evidence to support our proposal for
dataset creators to adopt scalar annotation pro-
tocols to enable a higher-quality assessment
of model calibration.

1 Introduction

With recently released large-scale language mod-
els (LLMs) demonstrating impressive few-shot,
zero-shot, and task-agnostic performance (Brown
et al., 2020; Kojima et al., 2022; Ouyang et al.,
2022), there is a boom of interest in deploying
NLP-based systems to aid various human deci-
sion making (Chen et al., 2021; Nori et al., 2023).
However, the black-box nature of LLMs gives
little insight into how the predictions are made by
these models (Zhao et al., 2021), risking user trust
in model prediction reliability.

A common proposal to address this concern is
to explore model calibration (Guo et al., 2017;
Kull et al., 2019), which requires a model to
approximately predict the true label distribution.
This evaluation has been adopted by many re-
cent language model benchmarking efforts (Desai
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and Durrett, 2020; Hendrycks et al., 2020; Jiang
et al., 2022; OpenAl, 2023); these works often
consider confidence calibration for classification
and adopt Expected Calibration Error (ECE) (Guo
etal., 2017) as the main empirical evaluation met-
ric. ECE, along with variants like Adaptive Cali-
bration Error (ACE) (Nixon et al., 2019), involve
binning in their calculation, which groups hard
categorical labels into bins to approximate la-
bel distributions. This is mainly because many
popular NLP tasks are annotated predominantly
with categorical labels. However, these empirical
evaluations are sensitive to the choice of binning
schemes (Nixon et al., 2019), and can severely un-
derestimate calibration error (Ovadia et al., 2019;
Kumar et al., 2019; Baan et al., 2022).

Instance-level calibration (Zhao et al., 2020)
avoids the binning issue and matches model con-
fidence with human annotations at an individual
level, as uncertainty from human annotations is
a good surrogate for true label distribution (Nie
et al., 2020b; Baan et al., 2022). Following this
intuition, recent work, particularly in Natural Lan-
guage Inference (NLI), has crowdsourced massive
number of redundant labels per instance (Pavlick
and Kwiatkowski, 2019; Nie et al., 2020b), which
we call distributed labels. These annotations cater
well to the evaluation of instance-level calibration
and provide valuable insight into model behavior
but are often prohibitively expensive to obtain.

In this work, we propose a theoretically sound
method for cost-efficient empirical calibration
evaluation that can also be measured on an in-
stance level and does not rely on binning schemes.
This is done by eliciting scalar labels that score
instances along a particular aspect and evaluate
whether the predictive distribution is consistent
with these scalars. An example that compares cat-
egorical, distributed, and scalar annotations can
be found in Table 1. We prove that our annota-
tions provide a lower bound for calibration error
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P: A man is singing into a microphone.
H: A man is performing on stage.

Cat. Dist. Scalar
ENT = .2
Scheme  NEU <({NEU=.7 pH =238
CON = .1
Cost

Instance Cal.

v Vv

Table 1: Comparing the scalar annotations against
the categorical (Cat.) and distributed (Dist.) coun-
terparts on an NLI instance. Scalar labels are as
cost-efficient as categorical labels and provide
instance-level calibration guarantees similar to
distributed labels.

and better characterize uncertainty along the spe-
cific dimension of interests (Zhao et al., 2021).
Our contributions are as follows:

e We propose widespread use of scalar label-
ing to capture subjective human uncertainty;
it can be reliably collected, adds no overhead
compared to categorical labels, yet is com-
parably informative as distributed labels.

Using scalar labels, the evaluation of model
calibration does not depend on the choice of
the binning scheme and can be evaluated at
an instance level with provable guarantees.
In particular, we can use scalar labels to form
a lower bound of the calibration error.

We show on multiple NLP tasks that scalar
annotations can be collected with high agree-
ment, discriminate better than fine-grained
categorical labels, and evaluate classification
models consistently.

2 Motivation and Background
A probabilistic classifier p : X — AKX~ map-

ping input z € X to a probability distribution
(P1(),...,Px(x)) of K classes is calibrated if

pe(z) =Pr(Y = y.|x),Ve € [1, K],

where Pr(Y|z) is the true label distribution.
However, achieving perfect calibration is usu-
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ally infeasible, so very often some version of
continuous relaxation is used to characterize the
numerical error of calibration. Formally, given a
critic function s.t.

d:= AF"1x AKTL R

We define the expected calibration error w.r.t.
dto be

E = E, x [d(f)(g;), Pr(Y|X = a;))]

Notice that we relax the requirement on d by
Vaicenavicius et al. (2019) to allow asymmetric
critic function. This is to allow evaluations like
confidence-calibration (Guo et al., 2017) to be
included in this framework as well.

However, since p(Y|X = z) is usually un-
known, evaluating directly against £ is generally
infeasible. One way to approximate Pr(Y|X = x)
is by binning the model’s prediction with a pre-
defined partition of the probability simplex AX 1
(Guo et al., 2017).

Alternatively, a large number of labels can be
collected (Nie et al., 2020b) to approximate each
instance’s conditional label distribution, against
which model predictive distribution for each
instance is evaluated. Instance-level calibration
(Zhao et al., 2020) like this does not rely on pre-
defined binning schemes as it requires the model
to predict conditional label distribution perfectly.
However, the high cost of obtaining these la-
bels makes it very hard to upscale (Clark et al.,
2019). Often, many practical decisions have to be
made during data collection to limit annotation
cost (Collins et al., 2022), leading to suboptimal
evaluation.

We motivate our work by considering a special
family of critic functions d that there exists some
scoring rule 1 : AK~1 — R against which the
critic function can be written as:

d(p(x),Pr(Y|X = z))
= d'((p(x)), p(Pr(Y|X = 2))).

That is, the critic function can be calculated by
just comparing ‘‘score maps’’ of the two distribu-
tions. This inspires new annotation potentialities:
Can we directly annotate the transformed scores
¥(p(x)) instead of the original labels Y or the



holding a toy.

toy to a toybox.

I Entailment
Neutral

Contradiction

P: A little boy in a blue shirt

P: Five People are sitting on
horses at a rodeo show.

H: Bandits are sitting on horses
as they prepare for a robbery.

P: A man and a woman in a crowd of
people on a street at night.

H: A man and a woman stand in the
street at night.

H: Boy dressed in blue carrying

P: A female basketball player dribbling
down court.

H: A basketball player is destroying the
ball.

P: Two elderly man having a
conversation.

H: Two elderly woman having a
conversation with their children.

Figure 1: ChaosNLI-S (Nie et al., 2020b) label distribution visualized with barycentric coordinates concerning
the ENT, NEU and CON points on the horizontal surface. The redder color on the heatmap implies a higher prob-
ability of label distribution. The height of the bars corresponds to the human uncertainty scalar labels obtained
from UNLI (Chen et al., 2019). The correspondence between these two sets of labels suggests the existence of
a scoring rule that maps ChaosNLI labels to a scalar with limited information lost.

label distribution Pr(Y|X = x)? We answer this
question positively. In the following section, we
examine the effectiveness of such label transfor-
mation with a case study on directly comparing
ChaosNLI (Nie et al., 2020b) and UNLI (Chen
et al., 2019).

3 UNLI: A Scoring Function Example

In this section, we use UNLI for a case study on
a specific scoring function . For a given NLI
instance, ChaosNLI (Nie et al., 2020b) elicits 100
redundant hard labels per instance to approxi-
mate true label distribution Pr(Y"|x), while UNLI
(Chen et al., 2019) elicits 2—-3 scalar labels per in-
stance to estimate the probability that a hypothe-
sis is true given a premise.

Despite previously considered mismatched in
distribution and unrelated (Meissner et al., 2021),
we argue that these two labeling schemes are
closely related. Specifically, Figure 1 shows that
UNLI labels preserve an implicit ordering of the
ChaosNLI label distribution. As the probability
mass of label distribution for each instance grad-
ually shifts from CON to ENT through NEU, the
UNLI score also increases. Also, it is rare for an
instance to have a high contradiction and entail-
ment probability at the same time, supporting the
intuition that neutral is the intermediate state be-
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tween contradiction and entailment. These obser-
vations suggest that a scoring function v from
ChaosNLI to UNLI can be found which preserves
most of the information in the label distribution
that we care about, such as: what’s the likeli-
hood of a hypothesis, whether some hypotheses
are more likely than the others, given their prem-
ises, etc.

Suppose we want to evaluate whether our
model is well-calibrated on SNLI at the instance
level, namely, to test whether it provides human-
aligned uncertainty for each instance. Instead of
directly evaluating whether the model’s predic-
tive distribution is consistent with the ChaosNLI
label distribution, we can transform model dis-
tribution with this ¢ and compare it with UNLI
labels to avoid the massive annotation overhead
of distributed labels, as described in the follow-
ing section.'

4 Scalar Label for Calibration

We give theoretical guarantees for using scalar
annotations for calibration evaluation in this sec-
tion. To begin with, we first define the class-wise

By transfering the distribution with the % induced by
Definition 2 with the same f as demonstrated in Section 6.1,
we obtain high correlation as » = 0.703 and p = 0.766.



calibration error with which we assume calibra-
tion error is evaluated:

Definition 1 (Class-wise Calibration Error). Con-
sider a K-class classifier p : X — AX~1 The
classwise calibration error Lccg is defined as:

K
. 1 . j
Lece(p) == Ex K Z ‘pj($i> —Pr(Y = y[z)|-

Jj=1

d(p(z;),Pr(z;))

Remark. This calibration error is fully compati-
ble with the expected calibration error definition
in Section 2, with a critic function d marked as
above.

Definition 2 below gives a simple function
family that maps a discrete distribution to a scalar
value. We then show that specific probing tasks
on these transformed scalar values provide a use-
ful proxy for evaluating model calibration in the
form of a lower bound. Here, we only showcase
our main theorem that supports direct transfer
from ranking to multi-class (K > 3) classifica-
tion, and leave additional results that guarantee
similar lower bounds from regression or ranking
to binary or multiclass classifications and their
proofs to Appendix A.

Definition 2 (Expected Label Scoring Rule). For
a K-way classification problem with label set
Y € {vy,...,yx}, for a given function f : Y —
R-( and a probabilistic classifier p the expected
label scoring rule is defined as:

Yr(D() =Y Pyl@) ().

y'ey

)]

Remark. Without losing generality, in this paper,
we assume f(y) > 0, Yy € Y and that f(yx)
is monotonous in k. Since we do not require a
calibration loss to be calculated against this scor-
ing rule, f does not need to be normalized as for
calibration lens in Vaicenavicius et al. (2019). It’s
worth noticing that we are particularly interested
in cases where f has an intuitive interpretation
in empirical evaluation. For example, given a la-
bel set V', f(y) = Ily € )'] is a probabilistic
membership probe, estimating whether the model
understands the concept related to a label set rem-
iniscent of the annotation scheme proposed by
Deng et al. (2012) and Collins et al. (2023).
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The following result is an example demonstrat-
ing how comparing induced scalars to their cor-
responding human uncertainty labels can be used
to evaluate model calibration when the probing
task on the scalar labels is a ranking problem.
Previous research has shown when the annotation
protocol is properly designed, rankings among in-
stances can be consistent even when individual
scores are not (Rankin and Grube, 1980; Russell
and Gray, 1994; Burton et al., 2021). We show that
empirical loss functions like the pairwise ranking
risk defined below can be used to form a lower
bound to the original calibration error.

For a pair of instances (z, z), (¢/,2') ~ X xR
identically and independently distributed (IID),
the ranking problem is defined as correctly pre-
dicting whether z — 2’ > 0. Thus a ranking rule
is a function 7 : X x X — {—1, 1}. The ranking
risk w.r.t. to a ranking rule r can be defined as:

L(r) =Pr{(z — 2) - r(z,2') < 0}

For the original classifier and the correspond-
ing ranking risk regret, we have the following:

Theorem 1. Under mild assumptions (Assump-
tion 1), for a reasonably calibrated ordinal classi-
fier p s.t.:

Lece(p) <6,

for some § > 0, the relative ranking risk regret
to the expected error scoring rule is bounded by:

2)

where s = ¢¢(Pr(Y]-)) is the f-based expected
label scoring rule applied to ground-truth label
posterior while 5§ = ¥¢(p(Y|-)) is the f-based
expected label scoring rule applied to the model
predictive distribution. L(s) is the ranking risk of
a ranking rule r induced by s (As we will show
in the appedices that under Assumption 1 s is an
optimal scoring rule).

L(3) = L(s) < K*f(yx)o,

Remark. This is particularly useful for challeng-
ing annotation tasks where annotators are hard
to calibrate; otherwise, we can directly compare
with scalar values. Regression tasks also provide
similar lower bound guarantees that can be found
in the Appendix A. We also refer to a detailed dis-
cussion about how Assumption 1 ensures the ex-
istence of an intuitive ranking in the Appendix A.

Per the discussion above, to evaluate the cali-
bration of a classifier p, we should compare the



Valence (+)

A
Joy
 Relief
I'm so glad £:>
this is over.
So happy for
[NAME].

That game hurts.

Sadness

Valence (-)

Figure 2: A hypothetical example of applying Defini-
tion 2 to an emotion classification task (e.g., GoEmo-
tions [Demszky et al., 2020]). By attaching a single
scalar valence value to each class label, we specify
how the respective conditional label distribution of
instances (), [0, and A induces an estimation of its
valence, which can then be annotated.

induced scalar values with the ground truth labels
under a corresponding interpretation of f. For
illustration purposes, suppose in emotion classi-
fication for GoEmotions (Demszky et al., 2020),
a natural scalar interpretation of the labels is
along the valence dimension. We would expect
instances with a higher probability of being la-
beled with emotions like ‘‘Joy’” or ‘‘Relief’’ be
ranked higher on valence than instances with a
higher probability of being labeled with emotions
like ‘‘Sadness’’, as shown in Figure 2.

We would expect the induced valence score
by a calibrated classifier p to correlate well with
human annotations. This is reflected by the con-
formity of rankings (evaluated with ranking risk)
and closeness in scoring.

It’s also worth noticing that our formulation
does not require the scalar annotation task to fully
recover the classification task, and it’s possible
that a classification task can be characterized by
multiple valid mapping functions. For example,
Figure 3 shows a different ordering of the same
set of instances induced by an ‘‘arousal’’ mapping
function g.

5 Pseudo Distributed Label from Scalars

This section discusses ways to map scalar la-
bels back to label distributions. This is useful
when one wants to augment classification train-
ing with scalar annotations, for example when per-
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Arousal (+)
A
Joy
o Relief
I'm so glad %{>
this is over.
So happy for
[NAME].
That game hurts. O

Sadness Arousal (_)
Figure 3: Applying Definition 2 with a different map-
ping function could induce a different ordering and
spacing of the instances on the Arousal axis.

forming distillation (Hinton et al., 2015) or label
smoothing (Szegedy et al., 2016). If we have pa-
rametrized distribution information of scalar anno-
tations through common aggregation techniques
(Hovy et al., 2013; Peterson et al., 2019), back-
mapping is equivalent to trying to quantize a
continuous distribution p(y) to a discretized dis-
tribution ¢(y). Although there already exist heu-
ristics for allocating probability mass to categories
(Pavlick and Kwiatkowski, 2019; Collins et al.,
2022; Meissner et al., 2021), these mappings are
generally considered suboptimal (Meissner et al.,
2021). We propose two more principled ways to
do label back-mapping: (1) inference with a neu-
ral network; and (2) distribution quantization
with fixed support.

Neural Network We can use neural networks
directly to predict the distribution parameter of
the resulting categorical distribution. A small val-
idation set of distributed labels is needed to train
this back-mapping model.

Closed Form Solution We can think of la-
bel back-mapping as redistributing the probability
mass of the continuous distribution to a fixed set
of ranges defined by a set of cutting-off points
{c1,¢9,...,cx} € RE, such that the discretized
distribution is as close to the original distribution
as possible. The following solution can be given:

Theorem 2. For a continuous distribution P(x)
over R, given a set of K fixed points D =



{c1,...,ex} € R"™ the resulting categori-
cal distribution Q(x) over D that minimizes
Wasserstein-2 distance Wa(p, ¢) has the form:

RICHE

where F'(-) is the PDF function of p, and we
have F'(—o0) = 0 and F'(400) = 1.

Civ1 + G
2

C; + Ci—1

Qdi) = F < 5

Remark. Compared to the neural network ap-
proach, the closed-form solution does not require
the ground truth distributed labels in the valida-
tion set but runs the risk of distribution mismatch
with the target data.

6 Experiments

Our experiments intend to validate two critical ar-
guments in this paper: (1) Scalar labels effectively
evaluate models’ uncertainty estimation; (2) It’s
possible to collect high-quality scalar annotations.

6.1 Evaluation with Scalar Labels

We evaluate 5 differently fine-tuned LMs against
UNLI and ChaosNLI labels. Among them
bert-base-debiased-nli (BERT,;) (Wu
et al., 2022) and roberta-large-—anli
(RoBERTa,) (Nie et al., 2020a) are from the
HuggingFace model hub.?> We intentionally choose
one extensively trained, strong NLI model
(RoBERTa,), and a debiased model (BERT})
to cover a wider range of model calibration, as
per previous discussion it is generally impossible
to simultaneously enforce fairness and calibra-
tion (Pleiss et al., 2017). We also fine-tune two
RoBERTa (Liu et al., 2019) models, roberta-—
base (RoBERTa,) and roberta-large
(RoBERT4a;), on the SNLI dataset and carry out
the same set of evaluations. We also evaluate a
model with the roberta-base encoder and a
randomly initialized classifier on top as a ran-
dom baseline (random).

Comparing against Distributed Labels We
first evaluate these models on ChaosNLI-S with
Classwise-Calibration Error (CE) as shown in
Definition 1. Notice that the calibration error eval-
uated in this fashion is expected to be exact and
free of hyperparameters.

2https://huggingface.co/models.
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Models CE(]) MAE-b RR-b | MAE()) RR
random 28.7 17.3 2.75 479 35.2
BERT, 23.7 13.0 1.20 27.7 30.1
RoBERTa, | 18.3 10.1 0.72 24.2 242
RoBERT], 16.1 8.46  0.60 23.6 23.0
RoBERTa, | 144 840 0.62 23.1 229

Table 2: Results for evaluating model calibration.
Metrics against scalar labels (right side) corre-
late well with evaluation metrics calculated using
distributed labels (left side). This empirically
validates our theoretical results on the relation
between the ranking risk and calibration.

We then study the evaluation capability of sca-
lar labels by calculating the Mean Absolute Error
(MAE) and Ranking Risk (RR) against UNLI-
style labels. Since the original UNLI labels col-
lected by Chen et al. (2019) only cover 614 of the
1,514 ChaosNLI-S instances, we collect UNLI
annotation for all remaining ChaosNLI-S in-
stances while ensuring a matched distribution by
using the same logistic transformation as described
by that prior work, as humans are especially sen-
sitive to values near the ends of the probability
spectrum (Tversky and Kahneman, 1981).

We observe that scalar-label-based metrics in-
cluding RR and MAE give a consistent ranking
of models compared to distributed-label-based
metrics (Table 2). The model most tuned with
high-quality data roberta—-large—-anli is most
calibrated as indicated by RR, MAE, and CE.

Empirical Bound Investigation To better un-
derstand the behavior of scalar-label-based met-
rics we then investigate the lower bounds
induced by their Mean Absolute Error (MAE-b)
and induced by ranking risk regret (RR-b).
We do this by comparing the class mem-
bership predictions of a model against the
distributed labels from ChaosNLI-S using the
same expected-label-scoring rule. Here we set
f(ENT) = 1, f(NEU) = .2, and f(CON) = 0,
which is close to the mean value of UNLI labels
in each entailment label group. To calculate the
ranking risk regret, for each pair of items (x, '),
we always calculate the optimal ranking risk as:

L(z,2') =

S5 min (gi(a)n; (), m(@)ni(a)),

i=1 j=1


https://huggingface.co/models

which conforms to how ranking risk regret is
calculated in Appendix A. However, it should be
noted that there’s no guarantee that the bipartite
ranking problem can be reduced into a scoring
problem or a consistent ranking can be determined
for each pair of items.

Table 2 shows that in the case of UNLI vs
ChaosNLI-S there is a considerable gap between
the MAE / RR induced theoretical lower bounds
(MAE-b, RR-b, respectively) versus the actual
classwise calibration error. One reason for the
gap is the bound for the difference in expectation
terms:

K

1> Flyi)(milx) = Bila))],

i=1
which without further assumption is bounded
by total variation distance up to some constant.
From the empirical calculation, we see that RR
in theory is a weaker guarantee for CE, as the
induced scores may simultaneously undergo a
constant shift which will retain the same RR, but
worse MAE and CE. We thus recommend using
regression-based evaluation whenever possible,
but for challenging tasks where precise scores
are hard to annotate collecting ranking judgment
alone might be more reliable (Russell and Gray,
1994; Rankin and Grube, 1980). However, as in
the empirical scalar evaluation, the MAE / RR
induced lower bounds rank is as consistent as CE.
This further motivates the use of scalar labels for
uncertainty evaluation.

Joint Training with Scalars We further tested
whether joint training with UNLI will improve
model calibration with the same mapping func-
tion f. We run a round-robin sampler over the
two datasets. To balance the dataset size, we
keep reiterating through UNLI until one epoch
of SNLI finishes. For the following three set-
tings, we evaluate with roberta-base and
roberta-large: (1) Original (SNLI), we eval-
uate a model trained on SNLI data, with the
cross-entropy loss; (2) Scalar (+reg), we conduct
UNLI multitask training with the MAE loss on
UNLI labels; and (3) Ranking (+ran), we con-
duct UNLI multitask training with margin loss as
in Li et al. (2019).

To precisely evaluate the calibration error, we
also calculate instance-level class-wise calibra-
tion error on ChaosNLI data. ChaosNLI only an-
notates the SNLI dev set, which then requires us

Models roberta-base roberta-large
SNLI +reg +ran| SNLI +reg +ran
Acc(T) 91.6 91.8 91.8 | 927 929 932
ECE-5()) 428 340 423 247 141 1.78
ECE-20()) 430 347 427 247 173 196
ECE-100(})| 4.57 3.74 4.54| 293 208 226
MAE\{) 242 23.6 238 | 23.6 22.7 230
RR(]) 242 239 239 | 230 226 227
CE() 183 174 179 | 16.1 150 15.6

Table 3: The training result with UNLI aug-
mentation. Training with scalar labels (+reg and
+ran) improves accuracy as well as calibration.
ECE-# indicate the bins used for the Expected
Calibration Error (ECE) evaluation.

to use it as a test; for this experiment, we there-
fore use the SNLI test for development. We ex-
tend the UNLI annotation to all the ChaosNLI
instances to calculate scalar-value-based metrics
(MAE and RR).

Table 3 shows that both encoders benefit from
the joint training with UNLI regarding accuracy as
well as model calibration. It should be noted that
all UNLI training examples are already presented
in the SNLI training set, so the benefit of includ-
ing UNLI comes solely from scalar labels. This
indicates that the jointly trained classifier, while
still directly applicable to original classification
tasks, can discriminate subtler differences among
instances.

6.2 Studying Annotation Quality

We investigate whether humans are capable of
giving consistent scalar judgments. We conduct
an annotation study on the recently released WiCE
(Kamoi et al., 2023) dataset. WiCE is a dataset
on verifying claims decomposed from Wikipedia
passages against their cited source text. A subtask
of WiCE provides the annotator with a claim from
Wikipedia passages intended to present an *‘indi-
vidual fact’’ and a paired source document cited
in the context. The annotator is then asked to give
a 3-point scaled feedback whether the claim is ei-
ther supported, partially-supported,
or not-supported by the information pro-
vided in the source text. We replace the 3-point
scale with our proposed scalar annotation scheme.

For all annotation tasks in this work, we collect
scalar judgments from annotators with a slider
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Figure 4: Relationship between an annotator’s holdout
Pearson’s correlation coefficient to their total working
time (left), and their time reviewing before submission
(right). The solid line is the fitted linear regression
model, of which the .95 confidence range is shaded.

bar protocol similar to the one employed by Chen
et al. (2019). To get a set of good annotators,
we design a qualification task with 5 manually
selected claims from the abovementioned subset
of WiCE, where the claims are relatively un-
ambiguous and have varied levels of uncertainty
given their respective supporting source docu-
ments. We ask workers from MTurk? to each do
all the questions in a single session and analyze
their performance to allow for qualification. To
better understand worker behaviors, we log dif-
ferent kinds of on-page worker actions, including
dragging the slider handle, checking / unchecking
boxes, turning pages, or revising answers.

Figure 4 shows that as workers spend more
time on the HIT and reviewing before their fi-
nal submission, they get better holdout Pearson
correlation against the aggregated scalar label of
other workers. This supports that a responsible
set of annotators can provide consistent annota-
tions with the scalar annotation scheme, even for
challenging and time-consuming tasks. We qual-
ify workers whose holdout correlation is greater
than .6.

We then annotate a subsampling of 200 sub-
claims from the WiCE test set with three-way
redundant annotation. Figure 5 shows the scalar
label distribution of this subset of WiCE, broken
down by the original WiCE discrete label. The
class-level ordering of the scalar label aligns well
with the ‘‘likelihood’’ interpretation of the 3-way
categorical labeling scheme. At the same time,
scalar annotations capture more nuance of the
data that better differentiate instances in the same
category, especially those of the partially-
supported class. This is expected according

3https://www.mturk.com/.
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Figure 5: Strength of evidential support label
distribution for each of the three discrete support-
ing levels on a subset sampled from the WiCE
test supported, partially-supported, not—
supported. Light / dark shade covers 100% /
50% of each category, with outliers out of 1.5 IQR
dropped, and the bar in the middle of each stripe
denotes the median of that category.

Unsure No M Prob.Y
N/A Prob.N Cond Yes

I
0 0.2 0.4 0.6 0.8 1
Figure 6: Scalar label annotation for Yes / No po-
larity on the Circa dataset breakdown by the original

categorical label. In the label names,‘‘Prob.”” means
‘‘probably’’, while ‘‘M’’ means ‘‘in the middle’’.

to the definition of the categorical label, as
partially-supported claims can naturally
be supported at any likelihood level from 0O to 1.
It is worth noticing that to get good quality scalar
uncertainty labels, we only need the same level of
annotation redundancy compared to the original
categorical labels (Kamoi et al., 2023).

6.3 Versus Fine-grained Categoricals

We also investigate whether the scalar annota-
tion is equally effective when collected for and
applied to datasets initially annotated with more
fine-grained categorical labels. We first apply the
scalar uncertainty annotation scheme to the Circa
(Louis et al., 2020) dataset. Circa annotates a
pragmatic inference problem in dialog, classify-
ing whether an indirect answer to a question is
more a ‘‘yes’” or a ‘‘no’’ or neither. We filter
out those instances with the Ot her labels, which
typically correspond to irrelevant answers, and do
a stratified sampling of 300 instances from all
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Question Answer Scalar Cat.
Do you work full-time? Full-time, unfortunately. 1.0 Y
Are you in on Monday? Should be! 0.9 PY
Does the neighborhood have a good reputation?  The crime rate is low. 0.8 PY
Would you have to work weekends? I might have to. 0.7 PY
Do you like music similar to your parents? We have some crossover. 0.6 PY
Do you like Rnb? Hum a little for me, will you? 0.5 M
Anything I should be worried about? About what? 0.4 M
Can you eat Mexican? Beans make me fart. 0.3 PN
Do you know Roller balding? That’s new to me. 0.2 N
Is your favorite food Mexican? Mexican is my second favorite. 0.1 N
Do you like country and western bands? Country sucks. 0 N

Table 4: Equal spaced sampling from the scalar-annotated Circa subset. Notice that the scalar label
makes meaningful distinctions between instances within the same class, even when the original cate-
gorical label from Circa (Louis et al., 2020) is already fine-grained.

8 remaining label classes. We collect 3-way re-
dundant annotation with the same set of qualified
annotators as in Section 6.2. To better calibrate
our annotators, we dynamically show them their
previous annotations for the closest-lower-scoring
and closest-higher-scoring instances in the same
batch.

Figure 6 shows the scalar label distribution bro-
ken down by original Circa labels. Our scalar
annotation is still highly consistent with the in-
tuitively perceived order defined by an answer’s
inclination towards Yes. At the same time, scalar
uncertainty annotation captures intricate differ-
ences within each group, even when the original
categorical label is already fine-grained (Table 4).

Evaluating Calibration To demonstrate the ef-
fectiveness of these scalar labels, we further fit a
set of models of different sizes to the Circa data-
set and evaluate them against the scalar-annotated
subset. Previous research (Lewkowycz et al.,
2022; Nori et al., 2023) shows that larger pre-
trained transformer models tend to be more cal-
ibrated, and we would like to examine whether
the scalar annotation can recover the size ordering
of the models in terms of calibration. To do this,
we specify a very intuitive mapping function f,
that maps N, Prob.N, M, Prob.Y, Y to equal-
ity spaced [0, .25, .5, .75, 1.], maps N\A and
Unsure to .5 to indicate indecisiveness, and
map Cond to .6 to show a slight tendency to-
wards ‘‘yes’’.

For the evaluation experiment, we further make
an 80/20 split of the not-scalar-annotated Circa
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Metrics base large 13B 2.7B
ECE-5()) 0.280 0.291 0.295 | 0.267
ECE-100(}) | 0312 0.334 0.320 | 0.293
MAE() 0.183 0.179 0.167 = 0.155
RR(]) 0.245 0.230 0.228 0.214

Table 5: Evaluating model with scalar-label ob-
jectives as well as grouping-based calibration.
Darker shades correspond to better performance
on a particular metric. Metrics names remain the
same as spelled out in Section 6.1.

subset into training and validation sets. This
should be even more challenging, especially for
smaller models, as there is a label distribution
mismatch between this training set and our sam-
pled test set (Dan and Roth, 2021). Besides the
bert-base-uncased and bert-large-
uncased model used in Section 6.1, we also
tune two larger language models: GPT-Neo (Black
et al., 2021) (1.3B and 2.7B). Table 5 shows
that ECE-5 and ECE-100 provide different val-
ues and inconsistent rankings for the calibration
level, again highlighting how the ECE result is
highly hyper-parameter dependent. Instead, the
scalar-label-based MAE and RR provide consis-
tent rankings in terms of calibration evaluation.

7 Conclusions and Future Work

We show that scalar annotation elicited from in-
dividual humans can be a valuable resource for



developing calibrated NLP models. Both our the-
oretical and empirical results suggest that scalar
annotation is an effective and scalable way to
collect ground truth for human uncertainty, and
we encourage future datasets to include scalar
annotation if applicable. Our result provides an
interesting perspective for researchers to devise
new annotation tasks on traditionally categorical
tasks. Future research may also look into condi-
tions where scalar label-based uncertainty exam-
ination has better guarantees, investigate better
ways to robustly collect consistent scalar annota-
tions, and other principled ways to train or evaluate
with scalar labels, particularly in areas where di-
rect application of the method isn’t immediately
available, such as NLP tasks where structured
predictions are involved, probably requiring some
decisions specific to the task to be made regarding
matters such as Events of Interest (Kuleshov and
Liang, 2015).
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A Appendix

A.1 Calibration Evaluation with Regression

When K = 2, it is straightforward that the mean
absolute error (MAE) as regression loss w.r.t.
the expected label scoring rule is linear to the
calibration error.

Theorem 3 (REG — BINARY). For a binary
classification problem, the following equation
holds:

Escx|s(w) — 8(x)] = (f(y2) — f(y1))Lece(P), 4)
where
s(x) = ¢y (Pr(Y|z)), and
5(z) = ¢r(p(z)),
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applying the expected scoring rule to true la-
bel distribution and the classifier prediction
respectively.

Proof. According to Equation 1, the scoring rule
s and S can be written as:

() f(y2) +m(x) f(y1)
p1(z)f(y1)-

Thus the expectation of the scoring rule MAE can
be written as:

Epex|s(z) — 3(z)| =
Ezex|f(y1)(m(z) — P1(z))
+ f(y2) (m2(z) — Pa())].

Notice that since the classification is binary we
have for any z € X

ma(x) =1 =m(x), Pa(z)=1-pPi(z).

switching these equations into MAE we obtain:

Erex|s(z) — 3(x)|

= (f(42) = f(11) Eaex|m(z) — pr()]-

similarly, switching in 7,(z) and po(x) and av-
erage yields:

Eyex|s(z) — 3(z)]
= S (F) — T ) {Eac () — o)

+ Eoexlm(z) - P1(a)]},
= (f(y2) = f(y1))Lece(P)-
O

Similar results can be derived for KX > 2, in
the form of the following theorem:

Theorem 4 (REG — MUTICLASS). For a
K-way classification problem, given a reasonably
calibrated classifier p : X — AKX~ 1s.t.

Lece(p) <6,

for some & > 0, the error of 5 can be bounded by:

3(@)] < (Flu)K)/2-6. )

Exe/y’S(«T) -
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Proof. Similar to the last proof we switch in
Equation 1 to the MAE:

E;BEX‘S(:U) - §(:L')’
K
:ExeX‘Z.f yz 777, IA)Z(l'))’,
=1

<

(Flwr)K) /2o

A.2 Calibration Evaluation with Ranking

Clémengon et al. (2008) has shown that bipartite
ranking problems can be reduced to learning a
scoring function s : X — R such that

r(z,2’) = 1if and only if s(z) > s(z').

It is further demonstrated that a minimum risk
scorer can be directly constructed from an optimal
binary classifier, where the scoring function is just
the probability of the positive class (Clémengon
et al., 2008; Clémencon and Robbiano, 2011),
and that binary classification regret can be lower-
bounded by bipartite ranking risk (Narasimhan
and Agarwal, 2013).

In contrast, a K -partite ranking problem is the
case where the label Z can take a set of K values
In {01,09,...,0}. Let we denote by n;(z) =
Pr(Z = 0;|X = x) the probability of label o;
given x. The expected ranking risk can be fur-
ther decomposed (Uematsu and Lee, 2014) into:

Lir)= > mi(x)n;(@)[r(z,2')(0; — 0;) < 0].

1<i,j<K

However, the bounding result for bipartite
ranking does not directly transfer to K -partite
ranking. Although Uematsu and Lee (2014) con-
struct a global optimal scoring the rule for
multipartite ranking, they also comment that
the optimal ranking induced may be inconsis-
tent with a ranking induced by optimal ordinal
classification labels. For example, for some very
subjective ratings, like a 1 to 5 scale movie
review with labels {1,2,3,4,5}, we may want
to rank a pair of movies (z,z’) with dis-
tributed labels n(xz) = [0.1,0.4,0,0.2,0.3] and
n(z') = [0.3,0.2,0,0.1,0.4]. Notice that these
two instances have identical expected scoring
but different hard rating classes if labels are ag-
gregated with majority voting. To avoid such



inconsistencies Clémencon et al. (2013) relies on
the following assumption:
Assumption 1. Forany k,l € {1,..., K —1} such
that [ < k, for all z, 2’ € X we have:

Prir k() < Pppyp(a) =
Q1) < ‘I)l+1,l($l

Pr[X =z|Y =
where ®y(7) = pr—a—2
the density function of the class-conditional dis-
tribution of X given Y.

is the ratio of

Remark. This assumption is equivalent to saying
that the expected label scoring rule is the opti-
mal ranker for all binary subproblems. This is a
reasonable assumption to make if an obvious or-
dering can be identified from the label set. For
example, in ChaosNLI, if an instance is more
likely an ENT than a NEU, it is usually more likely
a NEU than a CON as well, as we have demon-
strated that probability mass only shifts gradually
from CON to ENT through NEU.

Now to prove Theorem 1 we rely on the
following lemma from Clémencon et al. (2013):

Lemma 1. Suppose Assumption 1 is satisfied. Let
(z,2") € X x X. If thereexists 1 <1l < k < K
such that 0 < @y (x) < Py (), then for all
je{l,..., K} wehave

< Z 771'($/)>

=7

K
> ni(x)
i

where @, ;(x) is defined as in Assumption 1.

For completeness, we include a proof to this
lemma, which is essential for the Theorem 1.

Proof. Since @ 1 (z) < ®; (), we have:

x) Z ni(x) <
£l ©
—ni(a’) Y miw
i#l
thus
k() — ()
<3 {m@mia) = m@m (@)},
i#l
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<Z{77k

i<l

JrZ{ﬁk

i>1

— i ( )m(l’)}
— M )m(fv’)}

Now suppose we have

P r_1(x) > P ('),
then according to assumption 1 we have:
i1 i(x) > Pipri(2)), Vist.1<i<K-—1.

Thus

Qp1(2) i1 () . P -1 ()
> (I)l+1,l(55/)q)l+2,l+1 (z')..
= @k,l(a:) > (I);ﬁl(ﬁl),

O g1 ()

which is contradictory to the assumption made by
the lemma. So we have (by repeating the process
for K —2, K —3,...0):
(I)i+1,i(x) < q)i+17i($l), Vistl<i<K-—1.

And since the inequality for ®, ; is strict so there
exists some [ < v < K — 1 such that:

(I)erl,v (ZE) < (I)U+1,v (.CE,),

which could further prove that:

D)1 m(x) <Pj1m(2),
Vimst2<j<m<K-—1.

Similar to Equation 6 we have for 1 < j <
m < K:

o () = 1y (2)
< Y {ml@m(@) = na (@) },
itj—1
< {nm = im (% )m(w)}
i<j—1
Z {nm — Nm(z ,)772‘(1')}7
<> {nm(m)m(f) - nm<x’>m<x>}.
i>j—1



The last inequality is because of the fact that
Dy i(x) < Py i(2’),V i st. i < m. Then sum-
ming up all these inequalities from j to K we
have:

And this proves the lemma because the double
summation on the right-hand side equals O. O

This leads to the following corollary:

Lemma 2. When Assumption 1 holds, the ex-
pected scoring rule by Equation 1 is an optimal
scoring rule.

Proof. For scoring function f, where f(yy) = 0
This can be directly proved by summing up

K
(f(yj)—f(yjfl)) Zm(fﬂ)
i=j -
< (f(y;) — fyj-1)) Zm(f'

where j =1,..., K. O
Then we are able to prove Theorem 1:

Proof. Given lemma 2, we are able to write the
ranking risk using Equation 1 as scoring rule s
as follows:

K K
L(s) = E@a)~axa Z Zm(%)n (@)

i=1 j=1
;) < 0],

I[(s(x) — s(@)(f(y:) = fly
1 K K
= iE(z,m’)NXXX Z Z:

min {m (@)n; (), ”i(x’)”j(f)}'

And for any other scoring function that is not
necessarily optimal, including S, the ranking risk
can be written as:

. K K
L(3) = i]E(m,m’)NXX/Y Z Z {

i=1 j=1

I[5(x) = 5(") > OJn; («")mi () +
I5(x) - 5(2') < Ol (' ); (x) }.

We can calculate the regret as:

Eovo(g) - Lovo(s)

EZIm

1<i,j<K

<E Y {Im mi(a')|+

1<i,j<K

Z( ) ('r)|7

ns(@) = my(a")| }.

<E Y o)+ Is(') = 51},

1<4,j<K

K K
=2E, ¥ Z Z |s(z) —

i=1 j=1
<f(yx)K?s.

As the second inequality is due to lemma 2 and
the last inequality is the same as in the previous
theorem. O

Theorem 2 is the direct corollary of some
well-known property of the Wasserstein distance
(e.g., see Kolouri et al., 2019).

Proof. Denote by p the target discrete distribution
will K number. We want to minimize W$(Q, P):

1
min W3(Q, P) = min/ |F~ (u) — GV (u)*du,
H H 0

where F'(x) is the CDF of P and G(x) is the
CDF of @ as defined in Theorem 2. Let u; = 0 <
uy < -+ < ugy1 = 1 be the probability quantiles
corresponds to dy, . . ., dg such that:

Therefore by changing variables we have:

Uj+1

(u)*du,

man2 (Q,P) man/



since d is already fixed. Considering the partial Thus the probability mass distributed to each

derivative: support point d; is just:
OW3(Q,P)
— = di di di—1 +d;
O 0 q(d)=F Gip1+di) F Gi—1 + di )
di—1+d 2 2
—1g,, ) Y-l J
= F(u) 5 0
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