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Abstract

This workshop paper presents the methodology
and results of our participation in the Swiss-
Text Shared Task 2024, focusing on classifying
scientific abstracts into Sustainable Develop-
ment Goals (SDGs). To address data sparsity
and class imbalance, we employed synthetic
data generation using large language models,
including GPT-4, Mixtral-8x22B, and Llama-3-
70b. We utilized a domain-adjusted version
of AttrPrompt (Yu et al., 2024) to generate
16,600 synthetic abstracts, leveraging models
such as GPT-4, Mixtral-8x22B, and Llama-3-
70b to fine-tune pre-trained SciBERT (Belt-
agy et al., 2019) and Muppet-RoBERTa (Agha-
janyan et al., 2021) models. Our findings indi-
cate that synthetic data significantly enhances
model performance, though the optimal data
generation model varies with the classifier. No-
tably, SciBERT (Beltagy et al., 2019) consis-
tently outperformed Muppet-RoBERTa (Agha-
janyan et al., 2021) across various metrics. The
most human-like synthetic texts, generated by
GPT-4, yielded the best performance. Our ap-
proach achieved third place in the shared task,
demonstrating the potential of synthetic data in
improving classification accuracy for complex,
multiclass settings.

1 Introduction

To address critical global issues such as climate
change, poverty, and inequality, all United Na-
tions (UN) Member States have adopted the 2030
Agenda for Sustainable Development, encompass-
ing 17 Sustainable Development Goals (SDGs)
with diverse humanitarian, environmental, and de-
velopmental objectives. Each SDG includes sev-
eral sub-targets representing the different facets of
the 17 main SDGs. To facilitate the classification
of research abstracts into SDGs, the University of
Zurich’s Sustainability Team has curated the ZORA
dataset consisting of labeled abstracts, where each
abstract is given one of the 17 SDG labels or 0

(null class), if the abstract does not relate to any of
the SDGs. Such classification aids in understand-
ing research trends, identifying knowledge gaps,
and ultimately informing policy decisions aimed at
addressing these pressing global issues.

Previous attempts at SDG document classifica-
tion utilized the labeled data from the OSDG Com-
munity Dataset (OSDG et al., 2023). For exam-
ple, Sadick (2023) has fine-tuned a BERT-based
text classification model trained on OSDG data,
available on Huggingface. However, the model
currently only supports the first 16 goals and does
not contain a null class. Extending this, Roady
(2023) explored various data configurations and
language models to classify SDG labels in scientific
abstracts with variable success, primarily caused
by data sparsity, class imbalance, and vague class
definitions, while also omitting a null class.

This paper investigates whether synthetic data
generated by large language models (LLMs) can
enhance model performance in multiclass classi-
fication tasks characterized by sparse and imbal-
anced data with poorly separated classes. While
transformer-based models have shown promising
results in text classification, they frequently strug-
gle with generalization, particularly when con-
fronted with limited data for certain classes and
label noise.

Our approach builds on previous findings that
synthetic data can improve classification accuracy
on multiclass settings, particularly when certain
classes are rare (Kochanek et al., 2023; Møller et al.,
2024). We aim to employ LLM-generated synthetic
data to expand the training dataset, thus improv-
ing the model’s capacity to learn from varied and
representative examples across all SDG classes.
By systematically evaluating the effectiveness of
this approach when human-labeled data is not only
sparse and imbalanced, but also suffers from label
noise, we seek to contribute insights into improv-
ing the robustness and generalization capabilities
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of SDG document classification models.
We apply a domain-adjusted version of Attr-

Prompt (Yu et al., 2024) to increase representation
of underrepresented SDG classes. AttrPrompt en-
riches a prompt with a range of domain-specific
attributes to generate synthetic data points and has
demonstrated superior performance to simple class-
conditional prompts. We test three models— GPT-
4, Mixtral-8x22B, and Llama-3-70b—to generate
16,600 synthetic abstracts each to fine-tune pre-
trained SciBERT (Beltagy et al., 2019) and Muppet-
Roberta (Aghajanyan et al., 2021) models. We
evaluate the performance of each model against a
baseline model trained on the OSDG and ZORA
dataset.

We find that the SciBERT model trained on syn-
thetic data generated by GPT-4 performs best reach-
ing an accuracy of 0.47. In both models, includ-
ing synthetic data moderately increases the accu-
racy and generally, SciBERT outperforms Muppet-
RoBERTa. However, accuracy stays overall low
therefore leaving room for alternative approaches.

2 Methodology

2.1 Synthetic Data

To generate the synthetic data, we applied a three-
step prompt to generate the attributes configuration
for each SDG:

1. Which 20 web-of-science research domains
will most likely be related to the UN SDG
goal number {sdg_id}: {description}?

2. Fill in the following structure for studies
on the UN SDG goal number {sdg_id} with
10 diverse sub-topics per research domain:
{json_structure}

3. Analyze the following research domains likely
to contain studies on the UN SDG goal num-
ber {sdg_id} in terms of completeness. If there
is a web-of-science research domain miss-
ing that could contain such studies, please
generate these domains including 10 diverse
sub-topics. Return the generated content in a
json structure as shown in the following input:
{json_structure}

This process ensures a comprehensive set of
potential research areas, each with multiple sub-
topics, resulting in approximately 23 research areas
and 230 sub-topics per SDG.

Further, we specify attributes such as length,
style, and abstract start, which are described in
the appendix. We utilize GPT-4, Llama-3-70b, and
Mixtral-8x22B to generate synthetic abstracts by
randomly combining these attributes from 34,500
potential combinations using the following prompt:

Write an abstract of a scholarly article from the
Web of Science database concerning {main_topic}.
Ensure the abstract:

1. Aligns subtly with the themes of the UN SDG
goal {sdg_goal}, though without explicit men-
tion of the goal itself;

2. Focuses on ’{subtopic}’;
3. Starts by {abstract_start}
4. Is between {length} and {int(length) + 60}

words in length
5. Reflects a study that {style}

We excluded SDG 16 from synthetic data gen-
eration due to its over-representation in the OSDG
and ZORA datasets. Post-generation, all synthetic
abstracts were cleansed of any LLM-specific ar-
tifacts such as "Here is a potential abstract:" or
"(narrative hook)", commonly found in outputs
from Llama-3-70b and Mixtral-8x22B.

2.2 Null Class

To ensure robustness and validate the specificity
of classification, we generated a null class con-
sisting of abstracts unrelated to any SDG topics.
This process involved several steps. Initially, we
utilized GPT-4 to generate topics that are as unre-
lated as possible to any SDG by querying it with
SDG labels and definitions. We then used these
unrelated topics to scrape paper abstracts from Se-
mantic Scholar.
Next, we conducted topic modeling on the col-
lected abstracts. The text data was preprocessed,
and we applied TF-IDF vectorization to extract
relevant features. Using Non-negative Matrix Fac-
torization (NMF), we identified prominent topics
for each SDG and determined the most significant
words associated with these topics.
To create the null class, we identified and excluded
any abstracts containing specific keywords revealed
by the topic modeling.

2.3 Data and Splits

The data used for training comes from three pri-
mary sources: the OSDG dataset, the synthetic



dataset detailed in the previous subsection, and
the given shared task training set. The synthetic
dataset included 1,000 samples for every class but
16 and 17. Class 16 was excluded as mentioned be-
fore, and for class 17 we generated 1,600 samples
to compensate for it not appearing in the OSDG
dataset. Synthetic data for the classes for each
model amounts to 16,600 total samples1. We gen-
erated 2185 samples for the null class.

To internally evaluate the models and choose the
best hyperparameters, we used a 80/20 stratified
train/test split, ensuring that at least two abstracts
per class from the given dataset were included in
the test set, maintaining class balance and repre-
sentation. For the final submission as well as the
experiments shown here, we used a 95/5 split for
training, and the released test set for evaluation.

3 Experiments

3.1 Models

We considered two transformer models: SciBERT
and Muppet (Massive Multi-task Representations
with Pre-Finetuning) RoBERTa. SciBERT (Belt-
agy et al., 2019) is a variant of BERT pre-trained
on a large corpus of scientific text, making it par-
ticularly suitable for academic and research-based
tasks. Muppet (Aghajanyan et al., 2021) is a pre-
finetuned variant of RoBERTa, trained using multi-
task learning to enhance its performance across
various natural language processing tasks.

3.2 Finetuning

In all settings, we apply a dropout of 0.1 and opti-
mize cross-entropy loss using Adam (Kingma and
Ba, 2017). We experiment with different hyper-
parameter settings and fine-tune the models for 2
to 5 epochs using batch sizes of 16 and 32, and
a learning rate of 5e-6, 1e-5, 2e-5, or 5e-5 with
a slanted triangular schedule (Howard and Ruder,
2018), which is equivalent to the linear warmup
followed by linear decay (Devlin et al., 2019). For
each dataset and BERT variant, we pick the best
learning rate and number of epochs on the develop-
ment set and report the corresponding test results.
We found that the setting that works best across
most datasets and models is 2 epochs, a batch size
of 16, and a learning rate of 2e-5. While task-
dependent, optimal hyperparameters for each task
are often the same across BERT variants.

1We were only able to generate 16,518 samples using Mix-
tral.

3.3 Results

Model Accuracy F1 Score
muppet-no-synth 0.38 0.27

muppet-llama 0.38 0.34
muppet-gpt-4 0.42 0.41

muppet-ensemble 0.40 0.41
muppet-mixtral 0.39 0.40
scibert-no-synth 0.38 0.33

scibert-llama 0.43 0.47
scibert-gpt-4 0.47 0.44

scibert-ensemble 0.45 0.43
scibert-mixtral 0.45 0.45

Table 1: Accuracy and Avg. F1 Score per Model

Table 1 showcases the performance of each
model variant in terms of accuracy and F1 score.
The Muppet variants showed relatively similar per-
formances in terms of accuracy, with the Muppet-
GPT-4 achieving the highest accuracy and F1 score
at 0.42 and 0.41, respectively. Compared to the
baseline model Muppet-no-synth, most variants
show a slight improvement in accuracy.

On the other hand, SciBERT generally per-
formed better, particularly the SciBERT-GPT-4
for the highest accuracy at 0.47 and the SciBERT-
Llama for the highest F1 Score. The consistently
higher performance across different datasets sug-
gests a the SciBERT model is better suited for tasks
concerning scientific text, likely benefiting from its
training on a scientific corpus. Overall, SciBERT
models generally outperformed Muppet models on
the same data, indicating a possible advantage in
handling task-specific nuances.

4 Conclusion

Figure 1: Median Improvement of Accuracy and F1
Score of the SciBERT model by Adding Synthetic Data

The results demonstrate that synthetic data sig-
nificantly enhances performance in the multi-class



classification task. However, determining the most
effective model for data generation remains incon-
clusive. Notably, the Muppet model exhibited the
highest boost in F1 score when trained with syn-
thetic data generated by the GPT-4 model. In con-
trast, SciBERT achieved better performance with
synthetic data from llama. This variation suggests
that the optimal choice of synthetic data generation
model might be contingent upon specific model
architectures and their inherent characteristics.

The most coherent and human-like synthetic
texts, as assessed by the authors, were generated
by GPT-4. In line with preliminary expectations,
the GPT-4 generated data did yield the best classifi-
cation performance for both Muppet and SciBERT
in terms of accuracy. This indicates that the quality
of synthetic data, in terms of human-likeness and
coherence, could correlate with improved model
performance. However, the effectiveness of syn-
thetic data appears to be influenced by how well
the generated data aligns with the specific charac-
teristics and requirements of the target model.

Our findings contradict the general wisdom that
"there is no data like more data." The ensembling
of synthetic data from different models did not
result in the largest F1 boost, suggesting that simply
increasing the volume of synthetic data does not
automatically enhance performance. It underscores
the importance of the quality and compatibility of
the synthetic data with the specific model being
used.

Furthermore, our experiments underline the po-
tential of leveraging large language models to miti-
gate issues of data sparsity and class imbalance in
multiclass classification. The generated synthetic
data contributed to noticeable improvements across
several evaluation metrics, indicating its viability
as a supplementary resource in training robust clas-
sification models.

While our study highlights the benefits of syn-
thetic data, it also opens avenues for further re-
search. Future work could explore a broader range
of language models for synthetic data generation
and investigate the underlying factors contributing
to the varying performance boosts across differ-
ent models. Additionally, a deeper examination
of the attributes and configurations used in syn-
thetic data generation could offer insights into opti-
mizing these processes for enhanced classification
outcomes.

Overall, our findings advocate for the integra-
tion of synthetic data into training pipelines, espe-

cially in scenarios with limited labeled data. This
approach not only augments model performance
but also aligns with the growing trend of using ad-
vanced language models to address complex chal-
lenges in natural language processing tasks.
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A Appendix

A.1 Attributes: Abstract Start

1. Posing a question to frame the abstract in an
engaging manner.

2. Mentioning the methodology used in the
study.

3. Highlighting the significance or novelty about
the research.

4. Using a narrative hook to grab attention.

5. Outlining the purpose or objective of the
study.

A.2 Attributes: Length

1. 40

2. 100

3. 160

A.3 Attributes: Style

1. Tests hypotheses by manipulating variables to
establish cause-and-effect relationships, using
controlled experiments.

2. Constructs and articulates abstract concepts to
develop theoretical frameworks for real-world
application.

3. Compiles and evaluates existing research to
summarize findings and highlight research
gaps and patterns.

4. Provides an in-depth analysis of a specific
event or individual to understand underlying
principles.

5. Observes and describes phenomena as they oc-
cur naturally, detailing the observed features
without manipulation.

6. Investigates relationships between variables
to assess the strength and direction of associa-
tions.

7. Observes the same subjects over time to docu-
ment changes and trends.

8. Gathers data from a population at a single
time point to provide a snapshot of various
characteristics.

9. Collaboratively addresses real-world prob-
lems, combining research with practical ac-
tion for iterative improvements.

10. Integrates qualitative and quantitative meth-
ods to leverage their strengths for comprehen-
sive insights.

A.4 Example Attributes: Main Topic SDG 1
1. Development Studies

2. Economics

3. Social Sciences - Interdisciplinary

4. Sociology

5. Environmental Science

6. Public, Environmental & Occupational Health

7. Anthropology

8. Political Science

9. Geography

10. Urban Studies

11. Education & Educational Research

12. Business & Economics

13. Agricultural Economics & Policy

14. Psychology - Applied

15. Law

16. Social Work

17. Demography

18. Health Care Sciences & Services

https://huggingface.co/sadickam/sdg-classification-bert
https://huggingface.co/sadickam/sdg-classification-bert


19. International Relations

20. Energy & Fuels

21. Human Geography

22. Behavioral Economics

23. Public Health

A.5 Example Attributes: Sub-topics SDG 1,
Development Studies

1. Impact of microfinance programs on rural
poverty

2. Effectiveness of conditional cash transfers

3. Role of technology in poverty alleviation

4. Sustainable livelihood frameworks

5. Community-based development projects

6. Urban vs. rural poverty dynamics

7. International development aid effectiveness

8. Gender and poverty

9. Education’s impact on poverty reduction

10. Poverty and climate change resilience
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