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Abstract

We explore the relationship between factuality
and Natural Language Inference (NLI) by in-
troducing FactRel — a novel annotation scheme
that models factual rather than textual entail-
ment, and use it to annotate a dataset of nat-
urally occurring sentences from news articles.
Our analysis shows that 84% of factually sup-
porting pairs and 63% of factually undermining
pairs do not amount to NLI entailment or con-
tradiction, respectively, suggesting that factual
relationships are more apt for analyzing media
discourse. We experiment with models for pair-
wise classification on the new dataset, and find
that in some cases, generating synthetic data
with GPT-4 on the basis of the annotated dataset
can improve performance. Surprisingly, few-
shot learning with GPT-4 yields strong results
on par with medium LMs (DeBERTa) trained
on the labelled dataset. We hypothesize that
these results indicate the fundamental depen-
dence of this task on both world knowledge and
advanced reasoning abilities.

1 Introduction

In recent years, the concept of factuality in news
media has garnered increasing attention. Studies
increasingly examine the relation between facts -
as presented in news coverage - and phenomena
such as political polarization, misinformation and
fake news (Roy and Goldwasser, 2020; Levy, 2021;
Bakshy et al., 2015; Garimella et al., 2021). As a
result, the ability to model factual relations between
claims becomes increasingly important. This has
led to a line of work on automated fact-checking,
which involves textual pipelines for detecting and
evaluating factual claims (Zeng et al., 2021).

In automatic fact-checking, fact verification is
predominantly addressed via the Natural Language
Inference (NLI) task, also known as Recognizing
Textual Entailment (RTE) (Zeng et al., 2021; Arana-
Catania et al., 2022; Nie et al., 2018; Sathe et al.,
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2020), which has been used for decades for evalu-
ating natural language understanding capabilities
(Poliak, 2020). NLI is traditionally formulated as a
categorical classification task between a premise p
and a hypothesis h, where p can either contradict,
entail or be neutral with respect to h. Large NLI
datasets such as SNLI and MNLI (Bowman et al.,
2015; Williams et al., 2018) have become highly
popular, leading NLI to be adapted to various uses
such as zero-shot classification (Yin et al., 2019)
and semantic similarity (Reimers and Gurevych,
2019). In fact verification, NLI is used to evaluate
the relations between a candidate fact and trusted
pieces of evidence (Zeng et al., 2021).

However, the adequacy of NLI for analyzing
factual relationships in news media is hindered by
two primary reasons, relating to the nature of the
task as well as to the characteristics of commonly
used NLI datasets. First, large NLI datasets such
SNLI and MNLI define the pairwise relationship
in terms of necessity of meaning (Bowman et al.,
2015; Williams et al., 2018). Thus, in MNLI an en-
tailment is defined to be the case whereby a hypoth-
esis “is necessarily true or appropriate whenever
the premise is true”, and similarly a contradiction
is when the hypothesis “is necessarily false or inap-
propriate whenever the premise is true” (Williams
et al., 2018). However, these types of relationships
may be too restrictive for the analysis of media
discourse, where explicit contradictions and entail-
ments are likely to be rare, as such discourse tends
take place in the margins of plausibility.

Secondly, texts in popular NLI datasets consider-
ably differ from news texts. While sentences in NLI
datasets tend to be short, simple, highly generic and
convey a single idea or statement, media sentences
tend to be longer, more complex, more specific and
convey multiple pieces of information.

A common feature of NLI datasets such as RTE,
SNLI and MNLI is that while premises are natu-
rally occurring texts, the hypotheses are specifically
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written to correspond to the categories (Chatzikyr-
iakidis et al., 2017; Williams et al., 2018). While
this method is effective in generating large amounts
of data, constructed hypotheses are likely to ex-
press a simple relationship to the premise and thus
not resemble pairs of naturally occurring sentences.
Additionally, Chatzikyriakidis et al. (2017) notes
that these datasets feature strictly logical relation-
ships and stresses the need for datasets capturing
other sorts of inferential relationships.

In this work, we set out to examine the relation-
ship between NLI and textual factuality. For this
purpose, we have developed a novel annotation
scheme that expresses factual rather than rextual
entailment, encoding each pair of sentences with
the relation of factual support, factual undermin-
ing, or neither. We have annotated a new dataset
of naturally occurring sentence pairs from news
media using both our factual entailment scheme
and NLI, enabling a comparison of the schemes
on news media. We also check the ability of re-
cent generative LLMs (GPT-4) to generate such
pairs correctly. We end with a set of experiments
that demonstrate the ability to learn the factual en-
tailment task using fine-tuned models as well as
generative LLMs, and draw conclusions regarding
the task’s relation to real world knowledge in com-
parison to NLI. Overall, we analyze differences
between NLI and factual entailment in their scope,
relevance to news text and dependence on world
knowledge, and show potential for new ways to
model factual relations.

2 Factual Entailment

For the purpose of exploring the relationship be-
tween factual relations and textual entailment, we
have developed FactRel, a novel annotation scheme
encoding the factual entailment between pairs of
sentences. Similarly to NLI, FactRel is a 3-category
pairwise classification task. Given a premise p and
a hypothesis h, p can either factually support h
(SUPPORT), factually undermine h (UNDERMIN-
ING), or be factually neutral w.r.t h (NEUTRAL).
p is said to factually support i when p being true
would make h more plausible or likely to be true,
compared to a situation in which the truth value of
p is unknown. p is said to factually undermine h
when p being true would make h less plausible or
likely to be true, compared to a situation in which
the truth value of p is unknown. Finally, p is said to
be factually neutral w.r.t to p when p’s truth has no

bearing on the plausibility of &, and the likelihood
of h would not change if p was known to be either
true or false.

While both NLI and FactRel encode a ternary
entailment relation between pairs of sentences, the
factual relation encoded by FactRel is quite differ-
ent from the one encoded by NLI. For example,
consider the following pair of sentences:

(1) p. “Youcan’trun a festival or you can’t run
anightclub or a live-music gig with social
distancing,” Lord said.

h. Peter Marks, the CEO of Rekom,
Britain’s largest specialist late-night bar
operator, told Insider the company’s
venues were set to open on June 21 “with-
out COVID measures.”

The above example exhibits a relation of factual
SUPPORT while its NLI label is NEUTRAL. The
hypothesis matches the premise and exemplifies it,
but the premise does not necessitate the hypothesis.
A parallel example can be observed in the fol-
lowing pair of sentences:
(2) p. FILE —In this April 12, 2021 file photo,
people queue outside a Hermes store in
Mayfair in London.

h. Sales of luxury apparel, jewelry, leather
goods and beauty products plunged to
217 billion euros in the pandemic year
of 2020, from 281 billion euros in 2019,
shedding six years of growth.

This example exhibits a relation of factual UNDER-
MINING while its NLI label is NEUTRAL. There is
factual tension between the premise and hypothesis,
as the premise can be considered a counter-example
to the hypothesis, but it does not necessitate the hy-
pothesis’ falsity.

There are, however, cases in which the two
schemes converge to the same relation. For ex-
ample,
(3) p. Woman accused of attempted murder af-
ter driving into President Trump support-
ers in Southern California

h. The vast majority of those cases tallied
by Weil involved motorists who ran into
those demonstrating for causes aligned
with the Black Lives Matter movement,
Weil said.
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Item Agreement % Kappa Factual / NLI | Contra. Entail. Neutral

Factual Entailment 95.2% 0.93 Support 0 48 245

NLI 95.2% 0.85 Undermining 67 0 113
Neutral 0 0 1130

Table 1: Intercoder reliability for annotations of NLI
and factual entailment, showing raw agreement rate and
Cohen’s Kappa.

This example is factually NEUTRAL, and its NLI
label is NEUTRAL as well.

3 Dataset

3.1 Construction

The core dataset comprises 1,507 sentence pairs
sampled from 211 news articles appearing in di-
verse English-language digital news outlets in the
period 2020-2022. Pairs were sampled from the
same news article in order to increase the likelihood
of the pairs having a non-neutral relationship. The
sentence pairs were independently labelled by two
annotators — one of the authors and a research assis-
tant — with a subset annotated by both for calculat-
ing inter-coder reliability (Table 1). Annotators are
instructed to categorize only non-negligible rela-
tions of support and undermining as such. Conflicts
were resolved by committee consultation.

The core dataset is augmented by two additions.
First, a subset of 500 sentence pairs from the MNLI
dataset was annotated with factual entailment, for
the purpose of examining differences between the
MNLI dataset and the proposed dataset. Secondly,
a synthetic dataset was generated using GPT-4 on
the basis of the training set split from the core
dataset. Each sentence pair in the training set was
sent to GPT-4 accompanied by an explanation of
the factual relationship task, the annotated label for
that pair, and the definition of the label. GPT-4 was
asked to generate 10 diverse examples possessing
the same label, modelled on the sentence pair from
the annotated dataset (see appendix A for prompts).
Thus, the synthesized addendum is 10 times larger
than the core training set and consists of 12,050
pairs. A subset of 500 GPT generated pairs was
randomly sampled for manual validation, showing
that in 98.4% of the pairs the manual labelling is
consistent with GPT.

3.2 Analysis

In the core dataset, 93% of sentence pairs are NLI-
neutral, whereas a smaller share of 70% are fac-
tually neutral (see Table 2). This indicates that

Table 2: Cross-tabulation between NLI and Factual En-
tailment, core dataset.

Factual / NLI | Contra. Entail. Neutral
Support 5 155 67
Undermining 174 1 2
Neutral 17 10 69

Table 3: Cross-tabulation between NLI and Factual En-
tailment, MNLI subset.

non-neutral factual relationships are significantly
more common in news media than non-neutral NLI
relationships. In terms of length, we observe a
significant difference between FactRel and NLI
datasets — the average number of tokens per sen-
tence in FactRel is 20.2, compared to 10.1 and
15.01 in the respective training splits of SNLI and
MNLI

The dual annotation of the dataset with factual
entailment and NLI labels allows us to examine
the relationship between the two. We examine the
correlation between the labels utilizing Cramér’s V
association measure for discrete variables. While
factual categories are strongly correlated with the
categories in the MNLI subset (¢, = 0.72), the
correlation is lower in the core dataset of news sen-
tence pairs (¢, = 0.49). In the core dataset, 84%
of factually supporting pairs and 63% of factually
undermining pairs do not amount to entailment or
contradiction, respectively (Table 2). In the MNLI
subset, the numbers are respectively 32% and 2%
(Table 3). This discrepancy likely indicates how in
real news discourse, factual relations are increas-
ingly untangled from semantic necessity, compared
to datasets such as MNLI which contain sentences
specifically written to form relations of semantic
necessity.

4 Experiments

We tackle the task of factual entailment with several
types and sizes of language models.

Baseline model. As a simple baseline, we em-
bed the premise and hypothesis using the UAE-
Large-V1 encoder (Li and Li, 2023) and calculate
the cosine similarity between them, on which we
train a decision tree with a max depth of 10.
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Model FIMAC ACC
Baseline (Cosine similarity) 0.38  0.61
Stock NLI (no training) 0.54 0.72
GPT-4 zero-shot 0.65 0.80
GPT-4 3-shot 0.70 0.81
Fine-tuned GPT-3.5 0.69 0.78
DeBERTa-NLI / Focal loss  0.68 0.8

Table 4: Top performing models, core training set

Zero shot and Few Shot (no training). We use
two models in a zero-shot setting. First, we uti-
lize a state-of-the-art NLI model trained on many
NLI datasets (Laurer et al., 2022). The NLI model,
based on DeBERTa V3 large (He et al., 2021), was
used as if the NLI categories are equivalent to Fac-
tRel categories (e.g., CONTRADICTION equals
UNDERMINING). Second, we utilize GPT-4 in a
zero-shot setting provided only with a description
of the task and the categories. We additionaly use
GPT-4 in a 3-shot setting, adding three example
pairs, one for each category.

Trained Models. We fine-tune several en-
coder models: RoBERTa-base (Liu et al., 2019),
DeBERTa V3 large (He et al., 2021), and De-
BERTa V3 SOTA NLI checkpoint (Laurer et al.,
2022). Training variants included training with
class weights and utilizing focal loss. We also
fine-tune GPT-3.5 using OpenAI’s API with the
recommended settings. All the models were tested
using two types of training sets — the core training
set, and the augmented set with GPT-4 synthetic
pairs added. Full technical details of the training
setup are laid out in appendix B.

Macro-F1 results on the validation set for the
baseline model, the stock NLI model and the top
performing models are reported in Table 4 (see ap-
pendix C for full results). Table 5 examines the
effect of adding synthetic data to the training set.
Overall, the results show that while the task is learn-
able, it is not easy even for large pre-trained models.
GPT-4 performs surprisingly well in both zero-shot
and 3-shot settings, with GPT-4 3-shot being the
most performant model, matching the Macro-F1
of finetuned DeBERTa with slightly better accu-
racy. The inclusion of synthetic data enhances the
performance of the baseline model and DeBERTa-
NLI, but decreases the performance of fine-tuned
GPT-3.5.

Model FIMAC ACC
Baseline (Cosine similarity) 0.44  0.63
Fine-tuned GPT-3.5 0.63 0.77
DeBERTa-NLI / Focal loss  0.70  0.79

Table 5: Top trained models, augmented training set

5 Conclusion

In this paper we explored the relationship between
NLI and factual relations. For this purpose, we
designed a new annotation scheme for factual en-
tailment, FactRel; examined it in comparison to
NLI on a sample of annotated pairs from news cov-
erage; and examined the performance of various
models on the task. We have shown that factual en-
tailment relations are significantly more common
in news articles in comparison to semantic entail-
ment, thus underlining the shortcomings of NLI
when applied to naturally occurring text.

We have also shown that GPT-4 performs better
in a few-shot setting than smaller models trained
on the entire training set. Moreover, GPT-4’s per-
formance even in a zero-shot setting is competitive
with other models. The success of these LLMs,
even with significantly less data, can give us in-
sight on the challenge involved in the FactRel task
and how it differs from NLIL

NLI is a fundamentally semantic task, as deter-
mining whether p entails or contradicts i hinges
on understanding the meaning of the words and
concepts employed in both. Thus, if p semantically
entails h, then A itself must be included either ex-
plicitly or implicitly in p itself. The relations are
therefore to be found in the meaning of the words.
Modelling factual relationships, on the other hand,
also requires a significant amount of background
knowledge on the referents of the words, a de-
tailed world model, and nuanced reasoning abil-
ities. Thus, in order to identify that the premise
“Twitter has locked Trump’s account for 12 hours,
and required the removal of the tweets” supports
the hypothesis “Facebook locked Trump’s account
for 24 hours following two policy violations”, it
is required to not only understand the words and
concepts, but to also be able to infer why a social
network might lock one’s account, and why such
actions on two social networks are likely to co-
occur. It is thus hypothesized that LLMs that have
broad world knowledge, and especially those that
excel at reasoning such as GPT-4, are well placed
for this task, and their world knowledge and rea-
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soning capabilities can compensate for decreased
exposure to training data.

Finally, the addition of synthesized data im-
proves performance of the top medium size LM,
showing that data synthesis can be successfully em-
ployed on this task. However, this improvement is
not consistent for all configurations.

Limitations

In line with NLI datasets, FactRel uses discrete clas-
sification labels. While the dataset distinguishes
between semantic entailment and contradiction and
(mere) factual support and undermining, it does
not quantify the amount of support or undermining.
However, the modelling of factual relationships can
benefit from a probabilistic framework, which we
leave to future research.
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A Synthetic Dataset

The synthetic component was created by generating
10 synthetic examples for each annotated sample
in the training set, using GPT-4.

The following system prompt was used:

SYSTEM PROMPT

You are an advanced synthetic dataset genera-
tor.

For factual support samples, the following

prompt was used:

FACTUAL SUPPORT PROMPT

"Factual support’ is a relationship between
sentences A and B whereby A being true
increases the likelihood of B being true.

For example:
A: {premise}
B: {hypothesis}

Generate 10 more pairs of sentences
with a factual support relationship. The sen-
tences should be diverse and reflect the type
of real life sentences normally found in news
discourse. The sentences should resemble the
provided example but should also vary. Like
the provided example, the generated samples
should not be overly simple. Each sentence
pair should be separated with two newlines.

Within each pair, the sentences should
be separated with a single newline. Each
sentence should start with *A:’ or 'B: ’. Apart
from that do not generate any other output.

For factual undermining samples, the following

prompt was used:
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For example:
A: {premise}
B: {hypothesis}

Generate 10 more pairs of sentences
with a factual undermining relationship. The
sentences should be diverse and reflect the
type of real life sentences normally found in
news discourse. The sentences should resem-
ble the provided example but should also vary.
Like the provided example, the generated
samples should not be overly simple. Each
sentence pair should be separated with two
newlines.

Within each pair, the sentences should
be separated with a single newline. Each
sentence should start with *A: * or ’B: . Apart
from that do not generate any other output.

For factually neutral samples, the the following
prompt was used:

FACTUAL NEUTRALITY PROMPT

’Factual neutrality’ is a relationship between
sentences A and B whereby has no effect on
the likelihood of B being true.

For example:
A: {premise}
B: {hypothesis}

Generate 10 more pairs of sentences
with a factual neutrality relationship. The sen-
tences should be diverse and reflect the type
of real life sentences normally found in news
discourse. The sentences should resemble the
provided example but should also vary. Like
the provided example, the generated samples
should not be overly simple. Each sentence
pair should be separated with two newlines.

Within each pair, the sentences should
be separated with a single newline. Each
sentence should start with *A:’ or ’B: ’. Apart
from that do not generate any other output.

B Training Setup

The core dataset was randomly split to a training set
(80%) and a validation set (20%). The core training
set comprises 1205 samples, and the validation set
comprises 302 samples. With the addition of the
synthetically generated data and 500 pairs from
the MNLI dataset, the training dataset comprises
12,249 sentence pairs.

Training was performed on an Nvidia A100
GPU, using Huggingface Transformers (v4.34.0)
and PyTorch (v2.0.1). Fine-tuning was for 6
epochs, using early stopping on the validation loss.
Best performing checkpoint on the validation set
was kept. Otherwise, training used the default hug-
gingface hyperparameters. GPT-3.5 was finetuned
via the OpenAl API with the recommended default
settings.

C Full Experimental Results
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Table 6: Model results. Each entry indicates a single run.

Gradient Model Data Method Flyac ACC

Training
v DeBERTa-large-NLI  Core + Synthetic Focal Loss 0.7 0.79
v DeBERTa-large-NLI  Core + Synthetic Class Weights 0.65 0.77
A% DeBERTa-large-NLI  Core + Synthetic Regular 0.61 0.74
v DeBERTa-large-V3  Core + Synthetic Focal Loss 0.37  0.58
v DeBERTa-large-V3  Core + Synthetic Class Weights 0.61 0.75
v DeBERTa-large-V3  Core + Synthetic Regular 0.28 0.71
v RoBERTa-base Core + Synthetic Focal Loss 0.57 0.72
v RoBERTa-base Core + Synthetic Class Weights 0.6 0.73
v RoBERTa-base Core + Synthetic Regular 0.59 0.74
v DeBERTa-large-NLI Core Focal Loss 0.68 0.8
\Y% DeBERTa-large-NLI Core Class Weights 0.66 0.75
v DeBERTa-large-NLI Core Regular 0.67 0.78
v DeBERTa-large-V3 Core Focal Loss 0.61 0.75
v DeBERTa-large-V3 Core Class Weights 0.47  0.56
\Y% DeBERTa-large-V3 Core Regular 0.54 0.71
A% RoBERTa-base Core Focal Loss 04 0.7
v RoBERTa-base Core Class Weights 0.45 0.61
v RoBERTa-base Core Regular 0.41 0.68
X GPT-4 None Zero-Shot 0.65 0.8
X GPT-4 3-shot Few-shot 0.7 0.81
v GPT-3.5 Core Regular 0.69 0.78
v GPT-3.5 Core + Synthetic Regular 0.63 0.77
X DeBERTa-large-NLI None No training 0.54 0.72
X Baseline Core Cos. Sim. + DecisionTree ~ 0.38  0.61
X Baseline Core + Synthetic  Cos. Sim. + DecisionTree ~ 0.44  0.63
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D Zero-Shot and 3-shot Prompts For 3-shot classification, the same system
prompt was used, in conjunction with the following

For zero-shot classification with GPT-4, the follow- . )
instruction prompt:

ing system prompt was used:

SYSTEM PROMPT

You are an advanced classifier.

And the following instruction prompt:

ZERO-SHOT
PROMPT

CLASSIFICATION

You will classify the factual relationship
between sentences A and B. The factual
relationship can be either "SUPPORTS’,
"UNDERMINES’, or 'NEUTRAL’. ’SUP-
PORTS’ means that A factually supports B
- if A is true, B is more plausible or likely
to be true. "UNDERMINES’ means that A
factually undermines B - if A is true, then
B is less plausible or less likely to be true.
"NEUTRAL’ means that the truthness of A
has no implication on the likelihood of B
being true.

Here is a pair of sentences:
A: {premise}
B: {hypothesis}

Classify their factual relation. Respond
with ’SUPPORTS’, "UNDERMINES’ or
’NEUTRAL’, and nothing else.

3-SHOT CLASSIFICATION PROMPT

You will classify the factual relationship
between sentences A and B. The factual
relationship can be either 'SUPPORTS’,
"UNDERMINES’, or '"NEUTRAL'. *SUP-
PORTS’ means that A factually supports B
- if A is true, B is more plausible or likely
to be true. "UNDERMINES’ means that A
factually undermines B - if A is true, then
B is less plausible or less likely to be true.
"NEUTRAL’ means that the truthness of A
has no implication on the likelihood of B
being true.

Here’s an example of two sentences with a
"NEUTRAL relationship:
A: And with us having so much money
invested into our honeymoon, we had no other
choice but to board the ship.
B: The memory that will stick with her, she
said, is when the ship stopped in Sri Lanka to
refuel.

Here are two sentences with a’SUPPORTS’
relationship:
A: Industry experts say the increase in milking
cows has come from expansion of longstand-
ing dairies, the launch of milking operations
at existing farms that have diversified, and
also from the relocation of dairy operations to
South Dakota from states such as California.
B: As in other agricultural industries, dairy
farmers are increasingly using genetics, data
monitoring, technology and robotics to boost
the production of each individual animal
while implementing an economies-of-scale
approach to the size of their farms, raising the
efficiency and profitability of their operations.
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And here are two sentences with an "UNDER-
MINES’ relationship:

A: Guinea had announced late Wednesday
that it was canceling its participation to
protect the health of its athletes.

B: North Korea is the only country to pull out
of the Tokyo Olympics, also citing concerns
related to COVID-19.

Here is a new pair of sentences:
A: {premise}
B: {hypothesis}

Classify their factual relation. Respond
with "SUPPORTS’, "UNDERMINES’ or
’NEUTRAL’, and nothing else.
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