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Abstract

This paper reports on the performance of
SRCB’s system in the Social Media Mining for
Health (#SMM4H) 2024 Shared Task 1: extrac-
tion and normalization of adverse drug events
(ADEs) in English tweets. We develop a sys-
tem composed of an ADE extraction module
and an ADE normalization module which fur-
ther includes a retrieval module and a filtering
module. To alleviate the data imbalance and
other issues introduced by the dataset, we em-
ploy 4 data augmentation techniques based on
Large Language Models (LLMs) across both
modules. Our best submission achieves an F1
score of 53.6 (49.4 on the unseen subset) on
the ADE normalization task and an F1 score of
52.1 on ADE extraction task.

1 Introduction

The Social Media Mining for Health (#SMM4H)
Workshop has served as a competitive platform
aimed at promoting the development and evaluation
of advanced natural language processing (NLP) sys-
tems for the detection, extraction and normalization
of health related information in social media texts
(tweets, reviews and Reddit posts). Among the
shared tasks in #SMM4H 2024 (Xu et al., 2024),
ADE extraction and normalization has been the
longest running task, which requires participants
first extract spans of adverse drug events (ADEs)
expressions from tweets and then normalize the
spans to MedDRA1 ontology’s preferred terms
(PTs). This task is evaluated in the following order
of priority: the F1 score of ADE normalization,
the F1 score of ADE normalization on the unseen
subset2 and F1 score of ADE extraction.

The challenges of this task lie in: (1) The dataset
exhibits extreme imbalance between samples con-
taining ADEs (positive) and those not containing

1https://www.meddra.org/
2The ADEs to which the corresponding preferred terms

are not seen during training.

ADEs (negative). (2) The validation and test sets
contain ADEs to which the corresponding PTs are
not seen during training. (3) The given texts are
tweets with frequent use of informal grammar as
well as irregular vocabulary.

In recent years, LLMs have been widely used for
data augmentation (Cai et al., 2023; Whitehouse
et al., 2023; Zhang et al., 2024) to improve data
quality, especially for the unbalanced and noisy
data. To this end, we propose to make full use
of LLM-based data augmentation using GLM-43

and GPT-3.5 across both ADE extraction and ADE
normalization modules. For ADE extraction, we
first enrich the training set from both mention-
level and context-level by prompting the LLMs
to rewrite ADE spans and the other parts of the
positive samples. To cover more ADEs with un-
seen preferred terms, we prompt LLMs to generate
synthetic tweets and obtain pseudo ADE annota-
tions by our previously trained ADE extraction
models. For ADE normalization, we ask the LLMs
to rewrite the given tweets into formal written texts.
In addition, we also ask the LLMs to give an ex-
planation for each lowest level term (LLT) and
preferred term (PT) in MedDRA dictionary. These
LLM-based data augmentation techniques show
varying degrees of performance improvement on
our system. Finally, our system obtained the high-
est ADE normalization F1 score in task 1.

2 System Description

we employ a relatively comprehensive pipeline for
data pre-processing detailed in Appendix A. Our
system includes an ADE extraction module which
extracts spans of ADEs from the given tweets and
an ADE normalization module which normalizes
the extracted spans to PTs. We further decom-
pose ADE normalization into two steps, namely
MedDRA term (LLTs, PTs) retrieval and MedDRA

3https://open.bigmodel.cn/
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term filtering. MedDRA term retrieval involves
retrieving up to 20 MedDRA terms by conduct-
ing similarity search bewteen the embeddings of
each extracted span and the LLTs and PTs. Given
the input tweet, an extracted span and each of the
retrieved LLTs or PTs, a MedDRA term filtering
model is asked to classify whether the retrieved
LLT or PT happens as an ADE in the tweet or not.
The base models we use are detailed in Appendix
B.

3 Data Augmentation Using LLMs

Since the dataset poses challenges such as data
unbalance, unseen PTs and domain mismatch as
illustrated before, we utilize 4 different LLM-based
(GLM-4, GPT-3.5) data augmentation techniques
across ADE extraction and ADE normalization.
More details are provided in D

3.1 ADE Mention Rewriting and Context
Rewriting

To address the issue of unbalanced data, we in-
crease the number of positive samples by lever-
aging LLMs to rewrite ADE mentions and their
contexts separately, and then combining them. The
process includes: (1) ADE Mention Rewriting: We
prompt GLM-4 to rewrite each ADE mention while
keeping the remaining parts unchanged three times.
This gives us four versions of each ADE mention
(the original plus three new ones). (2) Context
Rewriting: We mask the ADE mentions in the
tweets and prompt GLM-4 to rewrite the remaining
parts, creating three new versions of each tweet.
This results in four different tweet templates for
each original tweet (the original plus three new
ones). (3) Combining Rewritten Mentions and
Contexts: We sample up to three combinations4

of ADE mentions and insert each combination into
a randomly chosen rewritten tweet template, gen-
erating new positive samples. By using 3 different
random seeds during the sampling process, we cre-
ate three distinct augmented training sets, leading
to more model candidates trained with different
datasets during ensemble.

3.2 LLM Synthetic Tweets with Pseudo ADE
Annotations

We note that there are ADEs of unseen PTs in the
validation and test sets. Therefore we prompt the

4We did not utilize all combinations, as doing so would
bias the data distribution towards samples with a higher num-
ber of entities.

LLMs to generate synthetic tweets with more ADE
expressions which may be corresponding to unseen
PTs. We first extract all potential drugs in the train
and validation sets using GLM-4 and then validate
whether the extracted drugs are genuine drugs with
GPT-3.5 to get rid of the noise. Meanwhile, we
request GPT-3.5 to list the common side effects of
each validated drug. We then prompt GPT-3.5 to
generate 3 tweets based on a given drug and one
or two sampled side effects of it. We sample the
side effects for 3 times, thus obtain 9 tweets for
each drug ideally. Finally, we get pseudo ADE
annotations by conducting majority voting over the
predictions of 27 ADE extraction models, which
are trained with data augmented by ADE mention
rewriting and context rewriting5.

3.3 Tweet rewriting

In the provided tweets, informal grammar and irreg-
ular vocabulary are frequently used. This typically
results in performance degradation in language
models pre-trained with a general-domain corpus
such as BERT (Devlin et al., 2019). Therefore, we
prompt GLM-4 to rewrite the tweets into formal
written texts easier to understand. The rewritten
tweets are used during MedDRA filtering.

3.4 MedDRA Term Explanation

Considering explanation of the MedDRA terms
(LLTs, PTs) may benefit context understanding in
MedDRA filtering, we prompt GPT-3.5 to give
an explanation for each MedDRA term. During
MedDRA term filtering, we append the description
of the given MedDRA term to the end of the input
sequence.

4 Results

4.1 Experiment Results

ADE extraction The evaluation results on the
validation set of our models are illustrated in Ta-
ble 1. The ADE extraction F1 scores shown in
the table are averaged over models trained with
random seeds of 42, 21 and 1, and also averaged
over all models trained with 3 different MR-CR
augmented training sets with different sampling
seeds. A significant performance improvement is
observed for both techniques of LLM-based data
augmentation. And the scores are further improved

527 models: using 3 different augmented training sets,
fine-tuned based on RoBERTa-large, BERTweet-large and
DeBERTa-v3-large with random seeds of 42, 21 and 1
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Traing data PLM
ADE Extraction

F1 (Dev)

ORIG†
RoBERTa-large 67.16
BERTweet-large 67.51

DeBERTa-v3-large 71.97

ORIG+MR-CR
RoBERTa-large 70.82
Bertweet-large 71.16

DeBERTa-v3-large 74.43

ORIG+SynTweet
RoBERTa-large 71.93
BERTweet-large 72.88

DeBERTa-v3-large 73.07

ORIG+MR-CR
+SynTweet

Roberta-large 72.10
BERTweet-large 72.01

DeBERTa-v3-large 75.39

Table 1: The ADE extraction F1 scores on validation set
for our ADE extraction models. ORIG represents the
original training set. † represents the baseline models.
MR-CR denotes the augmented data created by ADE
Mention Rewriting and Context Rewriting. SynTweet
denotes the LLM-generated tweets.

through combining both techniques on RoBERTa-
large and DeBERTa-v3-large. Among the 3 pre-
trained language models used, DeBERTa-v3-large
outperforms the other two by a considerable mar-
gin.

ADE normalization We select the ensemble
ADE extraction results with highest F1 score as
the input for ADE normalization to retrieve Med-
DRA terms. The MedDRA term retrieval model
using fine-tuned text embedding model achieves
a recall of 85.88, higher than 78.82 without fine-
tuning. The evaluation results of our MedDRA
term filtering models are illustrated in Table 2. By
introducing Tweet Rewriting and MedDRA Term
Explanation, the performance is improved in most
of our experiments. Furthermore, the models using
only rewritten tweets achieved a more impressive
improvement than the ones that include original
tweets in their inputs. This indicates that the infor-
mal grammar as well as irregular vocabulary in the
original tweets hinder model learning, and convert-
ing the original tweets into formal written texts can
effectively address this issue.

4.2 Test Results
Table 3 shows the submission results of our system.
Among the submission files, submission-2 uses
the ensemble ADE extraction result over all mod-
els trained from DeBERTa-v3-large except for the
baseline models. We observe a smaller proportion
of positive samples in the ensemble ADE extraction
result on the test set, compared to the training and
validation sets. Therefore, we add more ADE pre-
dictions for submission-1 and submission-3 by in-

Input sequence PLM
ADE Normalization

F1 (Dev)

ORIG†
RoBERTa-large 74.73
BERTweet-large 73.63

DeBERTa-v3-large 75.82

ORIG&TE
RoBERTa-large 75.14
Bertweet-large 74.03

DeBERTa-v3-large 76.24

ORIG&TR
RoBERTa-large 74.87
BERTweet-large 73.91

DeBERTa-v3-large 76.50

ORIG&TR&TE
Roberta-large 77.53

BERTweet-large 76.24
DeBERTa-v3-large 77.35

TR&TE
Roberta-large 78.89

BERTweet-large 77.53
DeBERTa-v3-large 79.33

Table 2: The ADE normalization F1 scores on valida-
tion set for our ADE normalization models. The first
column compares the differences in input sequences
other than the extracted spans and retrieved MedDRA
terms. ORIG represents using the original training
tweets. † represents the baseline models. & represents
the concatenation operation of sequences. TR denotes
the Tweet Rewriting sequence. TE denotes the Term
Explanation sequence.

Submission
ADE Normalization

F1
ADE Normalization

F1 (Unseen)
ADE Extraction

F1
1 53.6 49.4 52.1
2 52.7 48.9 51.8
3 53.3 49.1 52.1

Official Baseline 43.9 32.3 48.1
Mean 28.3 20.9 32.7

Median 29.3 14.1 37.6

Table 3: Submission results on test set

cluding the ensemble result of a smaller number of
model candidates (9 models based on DeBERTa-v3-
large w/ ORIG+MR-CR+SynTweet). In addition,
submission-1 and submission-2 are ensembled
with MedDRA filtering models achieving an F1
score over 77. For submission-3, we use the model
combination that obtains the highest F1 score on
validation set out of all possible combinations.

5 Conclusion

In this work, we propose to use 4 different LLM-
based data augmentation techniques for Task 1,
including ADE mention rewriting and context
rewriting, synthetic tweets with psuedo annota-
tions, tweet rewriting and MedDRA term expla-
nation. As a result, our system, including an ADE
extraction module and an ADE normalization mod-
ule, achieves the highest F1 score (53.6) in Task
1 among all the teams. For future work, modifica-
tion on the models will be studied to achieve more
model-level improvements. Additionally, pipelines
based solely on LLMs will be further explored.
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A Data Pre-Processing

We follow similar data pre-processing steps with
(Aji et al., 2021; Sakhovskiy et al., 2021; Liu et al.,
2022). We utilize Ekphrasis6 (Baziotis et al., 2017)
package as well as some customized processing
steps. In addition to lowercase, (1) we remove
the "@USER", "HTTPURL" and the following
placeholders. (2) We remove emojis, but convert
the emoticons into natural language (e.g. ":)" to
"<smile>"). (3) We convert the slangs into natural
language (e.g. "lol" to "laugh out loud"). (4) We
replace the HTML entities into corresponding sym-
bols (e.g. "&amp;" to "&" and "&lt;" to "<"). We
then convert all ampersand symbols "&" into "and".
(5) We conduct hashtag unpacking, which performs
word segmentation on the content following a "#"
symbol. (6) We employ spell correction.

B Base Models

B.1 ADE Extraction Models
The ADE extraction task can be treated as a Named
Entity Recognition (NER) task with only one entity
label, namely "ADE". Therefore, we implemented
a span-based NER model following prior works
(Lee et al., 2017; Luan et al., 2018, 2019; Zhong
and Chen, 2021). We use a pre-trained language
model (PLM: RoBERTa, BERTweet or DeBERTa)
as encoder to obtain contextualized representation
Xt for each input token xt ∈ X . Consequently, the
span representation he(si) for each potential span
si ∈ S is denoted as:

he(si) =
[
XSTART (i);XEND(i);ϕ(si)

]
,

where ϕ(si) ∈ RdF denotes the length embeddings
of si. The span representation he(si) is then fed
into a softmax layer to predict the probability dis-
tribution of "the span is an ADE" and "the span is
not an ADE".

B.2 ADE Normalization Models
MedDRA term retrieval We implement a basic
dense retrieval model with LangChain7 and Faiss8

(Douze et al., 2024; Johnson et al., 2019) libraries
for efficient similarity search of dense vectors. We
use a fine-tuned mxbai-embed-large-v19 (Sean Lee,
2024; Li and Li, 2023) to obtain text embeddings

6https://github.com/cbaziotis/ekphrasis
7https://github.com/langchain-ai/langchain
8https://github.com/facebookresearch/faiss
9https://huggingface.co/mixedbread-ai/

mxbai-embed-large-v1

for both queries (extracted spans) and MedDRA
terms. Details of text embedding model fine-tuning
could be found at Appendix C. We decide to re-
trieve up to 20 LLTs and PTs, which strike a bal-
ance between the performance of retrieval model
and the subsequent filtering model.

MedDRA term filtering We simply utilize a
PLM-based (RoBERTa, BERTweet or DeBERTa)
binary classification model to classify whether each
retrieved MedDRA term happens as an ADE in the
given tweet. The basic inputs of our models is the
concatenation of the given tweet, a extracted span
as an potential ADE and one of the retrieved Med-
DRA terms. We collect the training samples for
MedDRA term filtering models by using the Med-
DRA term retrieval model to retrieve 20 MedDRA
terms for each gold-annotated ADE mention. We
add the gold MedDRA term to the retrieved ones if
it is not within them. Besides, we collect more neg-
ative samples by adding the ADE predictions from
our earlier 5-fold cross-validation experiments.

C Text Embedding Model Fine-tuning

We use the example training script for NLI tasks
provided by Sentence-Transformers (Reimers and
Gurevych, 2019) to fine-tune mxbai-embed-large-
v1. To construct the fine-tuning data, we first group
the LLTs and PTs with the same PTID (ID of a pre-
ferred term). We obtain the "entailment" samples
by pairing each gold ADE span in the training set
with each of the LLTs and PTs belonging to the
same group with its gold LLT or PT. Then for each
"entailment" sample, we construct a "contradic-
tion" sample by pairing the gold ADE span with a
PT or LLT belonging to another randomly sampled
group.

D Details of LLM-based Data
Augmentation

Figure 4 shows an example of LLM-based data
augmentation using mention rewriting and context
rewriting. For ADE mention rewriting, we first
convert the ADE mentions in the given tweets into
JSON-formatted data indicating the gold LLTs or
PTs (e.g. "withdrawal" to {"withdrawal syndrome":
"withdrawal"}). We then prompt GLM-4 to out-
put the entire input tweet while only replacing the
ADE mentions in the JSON-formatted data for 3
times. These measures ensure that GLM-4 does
not change the PT corresponding to each ADE
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Figure 1: An example of LLM-based data augmentation using mention rewriting and context rewriting

Figure 2: Prompt template for LLM-based data augmen-
tation using LLM synthetic tweets

Figure 3: Prompt template for LLM-based data augmen-
tation using tweet rewriting

Figure 4: Prompt template for LLM-based data augmen-
tation using MedDRA term explanation

mention and maintains the coherence of texts af-
ter ADE mention rewriting. For context rewriting,
we use "[the words to keep]" to mask the ADE
mentions and ask GLM-4 to rewrite the other parts
of the given tweets into another 3 versions. In
this way, GLM-4 will pay more attention to the
part-of-speech of the masked words while rewrit-
ing the contexts, thus ensuring the smoothness of
the rewritten contexts when inserting the rewritten
ADE mentions. Prompt templates used in synthetic
tweets, tweet rewriting and MedDRA term expla-
nation are illustrated in Figure 2,3 and 4.

E LLM-based ADE Extraction

We abandoned LLM-based ADE Extraction for the
following reasons: (1) The extracted ADEs are of-
ten absent from the original texts and include a
large number of false positives, making it impos-
sible to ensemble with other models. (2) Despite
filtering the LLM extraction results with other mod-
els’, the retrieval module achieves a lower recall of
82.35 compared to 85.88 achieved on the ensemble
results of PLM-based ADE extraction models.

F Model Ensemble

We employ majority voting for both ADE extrac-
tion and ADE normalization. For ADE extraction,
we set the threshold at 1

3 of the number of model
candidates. For ADE normalization, we collect all
LLTs or PTs classified into "happens as an ADE"
by at least one model candidate for each extracted
span. We then map the LLTs to PTs and the span
is labeled with the specific PT that has the highest
counts.
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