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Abstract

This paper details our system developed for the
9th Social Media Mining for Health Research
and Applications Workshop (SMM4H 2024),
addressing Task 5 focused on binary classifica-
tion of English tweets reporting children’s med-
ical disorders. Our objective was to enhance the
detection of tweets related to children’s med-
ical issues. To do this, we use various pre-
trained language models, like RoOBERTa and
BERT. We fine-tuned these models on the task-
specific dataset, adjusting model layers and hy-
perparameters in an attempt to optimize perfor-
mance. As we observe unstable fluctuations
in performance metrics during training, we im-
plement an ensemble approach that combines
predictions from different learning epochs. Our
model achieves promising results, with the best-
performing configuration achieving F1 score of
93.8% on the validation set and 89.8% on the
test set.

1 Introduction

Health informatics research often involves analyz-
ing social media data from platforms like Twitter,
Facebook, and Reddit to understand public sen-
timent on health-related topics. The 9th edition
of the Social Media Mining for Health Research
and Applications Workshop (SMM4H 2024) (Xu
et al., 2024) is dedicated to advancing this area.
Researchers at SMM4H 2024 aim to contribute by
exploring topics like deriving health trends from
social media, classifying health-related messages,
identifying health-related or medical terms and
monitoring diseases using social media content.
We decided to engage in Task 5 of this workshop,
focusing on the binary classification of English
tweets reporting children’s medical disorders. This
task aims to refine methods for accurately identi-
fying and categorizing tweets related to pediatric
health conditions. It aligns with broader efforts in
health informatics research to understand public
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Figure 1: Model architecture, containing tokenizer, pre-
trained ROBERTa, classifier and other components
sentiment on pediatric health topics through social
media analysis, inspired by Klein et al.’s work on
using longitudinal Twitter data for digital epidemi-
ology of childhood health outcomes.

2 System Description

2.1 Problem and Dataset

This binary classification task involves automat-
ically distinguishing tweets indicating a user re-
ported pregnancy on Twitter and subsequently
mentioned having a child with specific disorders
(ADHD, ASD, delayed speech, or asthma) labeled
as "1", from tweets that simply mention a disorder
(labeled as "0"). This task enables large-scale use
of Twitter for epidemiologic studies and to under-
stand parents’ experiences with targeted support
interventions (Klein et al., 2024). The dataset in-
cludes 7398 training tweets, 389 validation tweets,
and 1947 test tweets.

2.2 RoBERTa Model

Our work uses a pre-trained RoBERTa model,
namely "cardiffnlp/twitter-roberta-base-sentiment-
latest" (R-TRBSL, in short) from Hugging-
Face!, originally developed by Loureiro et al.

! https://huggingface.co/cardiffnlp/twitter-roberta-base-
sentiment-latest
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Model MLP Dropout TF1 T Precision T Recall VF1 V Precision V Recall
BERT-base 786, 786 0.3 88.92 87.32 89.12 86.67 82.55 89.31
BERT-base 786, 786 0.5 89.42 87.84 89.58 86.97 83.12 89.64
RoBERTa-base 786, 786 0.3 92.42 92.72 93.32 90.34 86.53 92.42
RoBERTa-base 786, 786, 512 033 92.22 92.27 92.78 90.02 87.46 92.24
RoBERTa-base 786, 786 0.5 92.12 9222 93.46 90.13 87.55 9223
RoBERTa-base 786, 786, 512 0.5 92.36 92.24 93.02 91.24 88.32 91.72
RoBERTa-large 786, 786 0.3 91.23 91.23 91.36 91.44 91.43 91.34
RoBERTa-large 786, 786 0.5 91.34 91.55 92.33 91.34 88.34 92.26
R-TRBSL 786, 786 0.3 92.81 92.89 92.69 93.42 93.43 93.27
R-TRBSL 786, 786 0.5 92.23 92.34 92.33 92.82 92.76 92.81
R-TRBSL Top3 En.’ 786, 786 0.3 92.75 93.06 92716  93.21 93.26 93.16
R-TRBSL Best S.t 786, 786 0.3 92.93 93.03 92.83 93.52 93.41 93.31

Table 1: Evaluation results by our models on the training and validation set on different setups.
“Test set submissions, T=Train, V=Validation, E=Epoch, En.=Ensemble, S.=Single

Models Submitted F1 Precision Recall
1. R-TRBSL Top3 En.  0.898 0.883 0914
2. R-TRBSL Best S. 0.892 0.866 0.921
Task Mean 0.822 0.818 0.838
Task Median 0.901 0.885 0917

Table 2: Evaluation results by our models on the test set,
together with the mean and median results of the task.

(TimeLLMs) and fine-tuned by Camacho-collados
et al. (TweetNLP) on TweetEval dataset, devel-
oped by Barbieri et al. (2020). We also use the
original tokenizer (RobertaTokenizer class) used to
get embeddings for our model, from HuggingFace
transformers library (Wolf et al., 2020).

2.3 Implementation Details

The RobertaTokenizer uses a maximum length of
256 tokens with lowercase text processing. Both
the pre-classifier and classifier are MLPs with 768
nodes, employing a Sigmoid activation function
and ReLU between layers, with 0.3 dropout. Train-
ing batch size is 8, validation, and test batch sizes
are 4. Learning rate is 1e — 05, using Binary Cross
Entropy loss and Adam optimizer (Kingma and
Ba, 2017). All the random seeds used are 101. In
R-TRBSL, we train the model for 10 epochs and
combines predictions from the best 3 epochs us-
ing a voting classifier as shown in Figure 1. Other
models are also trained for 10 epochs with early
stopping if over-fitted. No additional data is used.

3 Evaluation

In Table 1, we can see both train and test re-
sults of different model setups. Among BERT
(Devlin et al., 2018), RoBERTa-base (Liu et al.,
2019), RoBERTa-large (Conneau et al., 2019) and
R-TRBSL (Camacho-collados et al., 2022), R-
TRBSL works the best. MLP setup with (786,786)
consistently performs the best, and a dropout prob-
ability of 0.3 generally outperforms 0.5 in most
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cases. Overall, the best single model score is 93.52
on F1-Macro score, with 92.82% accuracy in vali-
dation set. While Accuracy and F1 scores remain
consistent, precision and recall exhibit variability.
Certain models excel in precision but show lower
recall, while others demonstrate strong recall but
lower precision. Despite these variations, the com-
bined Macro-F1 score remains stable across dif-
ferent configurations. Also, R-TRBSL performs
better than other models, probably because it is
previously trained on a twitter sentiment dataset.
The results on the test set are outlined in Table 2.
The two models we sent for evaluation, the single
best model (R-TRBSL Best S.+ MLP (786, 786)
+ Dropout p=0.3, 2 Epochs) and the ensemble of
top 3 epochs obtained almost similar results, with
a 89.8% F1 for the former and 89.2% for the later.
This puts our solution 6.4% F1 above the mean
task score. Though the ensemble model performs
weakly in validation set than single model (see
Table 1, 93.82 vs 93.16 on F1 score), it works
better in the test data (89.8 vs 89.2); showing our
approach to keep the model stable worked.

4 Conclusion

Studying social media data continues to be vital
in health informatics research, providing valuable
insights into public sentiment on health-related
topics. Using pre-trained language models like
RoBERTa and BERT, we obtain text embeddings
and fine-tuned them using MLP classifiers on the
task dataset with strategic adjustments to model lay-
ers and hyperparameters, enhancing performance.
Additionally, we applied an ensemble approach
on epochs to ensure performance stability. Our
top models achieved 0.9316 and 0.9382 F1-macro
on validation and 0.898 and 0.892 on the test set,
demonstrating its effectiveness.
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