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Abstract

This paper outlines the methodology for the
automatic extraction of self-reported ages from
social media posts as part of the Social Media
Mining for Health (SMM4H) 2024 Workshop
Shared Tasks. The focus was on Task 6: "Self-
reported exact age classification with cross-
platform evaluation in English." The goal was
to accurately identify age-related information
from user-generated content, which is crucial
for applications in public health monitoring,
targeted advertising, and demographic research.
A number of transformer-based models were
employed, including RoBERTa-Base, BERT-
Base, BiLSTM, and Flan T5 Base, leveraging
their advanced capabilities in natural language
understanding. The training strategies included
fine-tuning foundational pre-trained language
models and evaluating model performance us-
ing standard metrics: F1-score, Precision, and
Recall. The experimental results demonstrated
that the RoBERTa-Base model significantly
outperformed the other models in this classi-
fication task. The best results achieved with
the RoBERTa-Base model were an F1-score
of 0.878, a Precision of 0.899, and a Recall of
0.858.

1 Introduction

Social media data (e.g., Reddit and Twitter) plays
a crucial role in health informatics, helping re-
searchers understand public opinions on health-
related issues. To engage researchers and students
in analyzing social media data, the Social Media
Mining for Health Applications (SMM4H) shared
tasks workshop is organized by the University of
Pennsylvania’s Health Language Processing Lab.
The SMM4H-2024 workshop focuses on Large
Language Models (LLMs) and the generalizabil-
ity of social media NLP. This year’s workshop in-
cludes seven shared tasks. Among these, we have
worked on Task 6: "Self-reported exact age classi-
fication with cross-platform evaluation in English."

Our motivation for tackling this task stems from
the observation that many patients express their
health needs and medical concerns through social
media. To enhance the research utility of social
media data, it is essential to develop techniques
for automatically identifying demographic infor-
mation, such as user age, from these platforms. A
detailed overview of the shared tasks in the 9th
edition of the workshop can be found in (Xu et al.,
2024)

The Task-6 presented in this workshop is a con-
tinuation of the work from SMM4H 2022 (Weis-
senbacher et al., 2022) workshop. Several papers
have already been published addressing this task,
highlighting its importance and the various ap-
proaches researchers have taken to solve it. For
instance, (Claeser and Kent, 2022), (Kapur et al.,
2022), (Tonja et al., 2022) and (Klein et al., 2022)
explored different methodologies and achieved no-
table results.

The structure of this paper is as follows: Section
2 describes the motivation for the transformer based
approaches, Section 3 describes the dataset and de-
tails of the classification task. Section 4 outlines the
methodology and various experiments conducted.
Section 5 discusses the results of these experiments.
Finally, Section 6 concludes the paper, summariz-
ing our findings and suggesting potential directions
for future research.

2 Motivation for Using
Transformer-Based Approaches

The task of extracting self-reported ages from so-
cial media posts, specifically tweets, poses signifi-
cant challenges due to the similarity in content be-
tween posts that do and do not contain self-reported
age information. This is illustrated by the word
clouds generated from the labeled & unlabelled
dataset for the top 50 bigrams, as shown in Figures
laand 1b.
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(a) Word Cloud for Labeled (b) Word Cloud for Un-

Dataset (Self-Reported labeled Dataset (No Self-
Age) Reported Age)
Figure 1: Word Clouds for Labeled and Unlabeled
Datasets

The word clouds from the labeled (self-reported
age) and unlabeled (no self-reported age) datasets
appear very similar, indicating that distinguishing
between the two categories based solely on content
can be difficult. Common phrases such as "years
old," "happy birthday," and "social anxiety" are
prevalent in both word clouds, which underscores
the complexity of the task.

Given the subtle differences in the language used
in these tweets, transformer-based models (Kalyan
et al., 2021) are well-suited for this classification
task. These models leverage deep learning tech-
niques and advanced natural language understand-
ing capabilities to capture nuanced patterns in text.
Mathematically, the problem can be formulated as
follows:

Given a set of tweets T' = {t1,t2,...,1,}, the
goal is to classify each tweet ¢; into one of two
classes:

_J 1 if the age of the user can be determined
vi= 0 otherwise

Transformer-based models, such as ROBERTa,
BERT, BiLSTM, and T5, can be fine-tuned to
learn the mapping function f : T — Y where
Y = {y1,v2,...,yn}. These models use contex-
tual embeddings and attention mechanisms to ef-
fectively distinguish between tweets that contain
self-reported age information and those that do not.

3 Task Description and Dataset

The goal of this task is to develop an effective
algorithm for the binary classification of tweets
based on whether the exact age of the user can be
determined from the tweet at the time it was posted.
A tweet is labeled as "1" if the user’s age can be
determined from the text of the tweet at the time it

was posted; otherwise, the tweet is labeled as "0."
For this task, datasets are provided by the SMM4H-
2024 workshop. The dataset includes posts from
two social media platforms: Twitter and Reddit.
The dataset contains approximately 13,200 tweets
and 100,000 Reddit posts. This Dataset is divided
into three parts:

The training data consists of 8,800 tweets
from SMM4H22 and 100,000 unlabeled Reddit
posts. For validation, we used 2,200 tweets from
SMM4H?22 and 1,000 Reddit posts related to dry
eye disease, also from SMM4H22. The testing data
includes 2,200 tweets from SMM4H?22, 2,000 Red-
dit posts about dry eye disease from SMM4H22,
and 12,482 Reddit posts about social anxiety. The
Evaluation metrics used to evaluate in this task are
standard metrics F1-Score, Precision, Recall.

4 Methods and Experiments

In this task, various models from the Huggingface
toolkit (Wolf et al., 2020) were used for the auto-
matic extraction of the exact age from tweets. The
models used for the experiments are listed below:

RoBERTa-Base (Liu et al., 2019): This model
was trained on a dataset containing 8,800 tweets.
The tweets were tokenized using the model’s sub-
word tokenizer with a maximum token length of
128. The Adam optimizer (Kingma and Ba, 2017)
was used for training with the following hyperpa-
rameters: learning rate = 2e-5, number of epochs =
10, and batch size = 64.

BERT-Base (Devlin et al., 2019): The BERT
model from the Hugging Face library was used as
a classifier. The create optimizer module from the
hugging face toolkit library was used to fine-tune
the BERT model. The learning rate was set to 2e-5,
and the batch size was 16. The model is trained for
upto 4 epochs

BiLSTM (Graves et al., 2013): BiLSTMs are
effective for binary classification tasks as they con-
tain two separate layers, one processing the input in
the forward direction and the other in the backward
direction. This bidirectional processing ensures the
entire text sequence is effectively classified. The
Sigmoid function was used as the activation func-
tion, and the Adam optimizer was used for training.
The model was trained for up to 5 epochs.

Flan TS Base (Chung et al., 2022): This model
from the Hugging Face library was used for vari-
ous NLP tasks, including summarizing, question
answering, and text classification. For this task, the
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model was fine-tuned on the training dataset with a
learning rate of 3e-4, a batch size of 8, and trained
for 2 epochs.

5 Results and Discussion

Using the validation dataset provided by the orga-
nizers of the SMM4H-2024 workshop, the perfor-
mance of the models was evaluated using the met-
rics Precision, Recall, and F1-Score. The results of
the different models on the validation dataset are
presented in Table 1. From Table 1, it is evident
that the RoOBERTa-Base model achieved the highest
performance with an F1-Score of 0.88, Precision
of 0.899, and Recall of 0.858, demonstrating the
model’s robustness in accurately identifying tweets
where the user’s exact age can be determined.

Subsequently, the predictions of the best-
performing model, the RoOBERTa-Base, were sub-
mitted on the test dataset. The results of these
predictions are shown in Table 2. These results
further validate the effectiveness of the ROBERTa-
Base model in this classification task, reaffirming
its suitability for practical applications in extracting
demographic information from social media posts.

Additionally, Table 3 presents the predictions
of our models on some sample tweets. This table
lists predictions made by BERT, FlanTS, BiLSTM,
and RoBERTa models, indicating whether they cor-
rectly identified the presence of self-reported age
information. The correct labels for examples 1 and
3 are "0", indicating no self-reported age, while
the correct labels for examples 2 and 4 are "1",
indicating the presence of self-reported age.

In this context, RoOBERTa demonstrates a high
level of accuracy, correctly predicting the labels
for three out of the four examples. Specifically,
it successfully identified examples without self-
reported age information (examples 1 and 3) and
one with self-reported age (example 2). However,
it incorrectly classified example 4, highlighting
its occasional limitations in dealing with certain

Model Precision| Recall | F1
Score
RoBERTa | 0.89 0.86 0.88
BERT 0.90 0.87 0.87
BiLSTM 0.69 0.71 0.73
FlanT5 0.57 0.98 0.72

Table 1: Performance of our models on Task 6 Valida-
tion Dataset

Model
RoBERTa

Recall
0.858

F1 Score
0.878

Precision
0.899

Table 2: Performance of RoOBERTa-Base model on Test
Dataset

S.No | Example Models
1 64 is for distance (use | BERT X
this for the glasses un- | FlanT5 X
less you are getting | BILSTM v
reading glasses). RoBERTa Vv
2 Well 'm 19 so later | BERT
teens and earlier 20s | FlanTS v
sounds good to me but | BiILSTM  x
really I don’t care, any- | ROBERTa v
one can join
3 DMEK can give you | BERT
20/20 but not every | FlanTS Vv
time. BiLSTM X
RoBERTa Vv
4 23, Indian male. Spend | BERT X
a lot of time in front of | FlanTS v/
computer screens. BiLSTM Vv
RoBERTa  x

Table 3: Examples and Models’ Predictions

nuances in the language.

BERT correctly predicted two examples but
struggled with implicit age information. FlanTS
also performed well on two examples but was less
consistent than RoBERTa, especially with subtle
context differences. BiLSTM, known for its se-
quential processing capability, accurately identified
tweets without self-reported age information but
had difficulty with context-dependent tweets.

Overall, Table 3 illustrates the comparative per-
formance of these models, with ROBERTa gener-
ally showing superior accuracy but still facing chal-
lenges with certain tweet constructs. This compar-
ative analysis underscores the importance of lever-
aging transformer-based models for their advanced
contextual understanding capabilities.

6 Conclusion

This work presents our experiments on the binary
classification of texts to determine whether they
contain self-reported exact age information. We
explored various transformer-based models, includ-
ing RoBERTa-Base, BERT-Base, BiLSTM, and
Flan T5 Base aiming to identify the most effective
model for this binary classification task. Our results

103



demonstrate that the RoBERTa-Base model outper-
forms the other models, achieving an F1-score of
0.878, a Precision of 0.899, and a Recall of 0.858.

The superior performance of the transformer-
based models underscore their potential for prac-
tical applications in public health monitoring, tar-
geted advertising, and demographic research. By
leveraging the advanced natural language process-
ing capabilities of transformer-based models, we
were able to effectively capture nuanced patterns
in text, thereby improving the accuracy of age clas-
sification tasks.

While the results are promising, there are still
challenges to address, such as the occasional mis-
classification of tweets with subtle context differ-
ences and the token limit of transformer-based mod-
els. Our study highlights the importance of model
robustness and the need for further research in this
area. Future work could focus on developing effec-
tive chunking methods for input text to improve the
classification accuracy and dealing with implicit
age information and diverse linguistic constructs.

Overall, this study demonstrates the efficacy of
transformer-based models in classifying social me-
dia posts based on the presence of self-reported
age information, providing a foundation for more
advanced analysis of user-generated content.
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