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Abstract

With the widespread increase in the use of so-
cial media platforms such as Twitter, Instagram,
and Reddit, people are sharing their views on
various topics. They have become more vocal
on these platforms about their views and opin-
ions on the medical challenges they are facing.
This data is a valuable asset of medical insights
in the study and research of healthcare. This
paper describes our adoption of transformer-
based approaches for tasks 3 and 5. For both
tasks, we fine-tuned large RoBERTa, a BERT-
based architecture, and achieved an F1 score of
0.413 and 0.900 in tasks 3 and 5, respectively.

1 Introduction

The past few years have witnessed an exponential
rise in the use of social media. People can voice
their views and opinions on social media platforms
such as Facebook, Reddit, and Twitter. Twitter and
Reddit have become major platforms for people
seeking help and sharing their medical problems.
They also take to these platforms to share their
health regimen and medical concerns. Thus, Red-
dit and Twitter are indispensable resources that
aid in better comprehension of health services and
exploration of avenues for improvement in health
services.

The recent developments in the field of Natural
Language Processing (NLP) have garnered great
interest from the healthcare research community.
Some of the major breakthroughs include Long
Short Term Memory (Hochreiter and Schmidhu-
ber, 1997), and Gated Recurrent Units (Chung
et al., 2014). However, the advent of transformers
(Vaswani et al., 2017) led to a significant improve-
ment in the performance.

The Social Media Mining for Health Applica-
tions (SMM4H) (Xu et al., 2024) unites researchers
from across the globe with the objective of devel-
oping and sharing NLP methods for mining, repre-
sentation, and analysis of health-related data. This

year, SMM4H hosted seven shared tasks involv-
ing extraction, classification, and Large Language
Model (LLM) identification. Our team participated
in two of the classification tasks, namely, Task 3
and Task 5.

Task 3 is a multi-class classification task aimed
to qualitatively evaluate the impact of outdoor
spaces on Social Anxiety Disorder (SAD). Around
one-third of the people with SAD report showing
symptoms for ten years before seeking medical
help. However, people do share their symptoms on
platforms such as Reddit to discuss and share their
symptoms and seek help to alleviate those symp-
toms. Task 3 focuses on classifying such posts on
Reddit into one of the four categories, ‘positive
effect’, ‘neutral or no effect’, ‘negative effect’, and
‘unrelated’.

Task 5 aims at distinguishing tweets that men-
tion a disorder such as delayed speech from the
tweets whose users reported their pregnancy on
Twitter and also reported having a child with
attention-deficit/hyperactivity disorder (ADHD),
autism spectrum disorders (ASD), delayed speech,
or asthma. This task facilitates the use of Twitter
as a medium not just for epidemiological studies
but also to investigate the parents’ experiences and
directly target support interventions.

2 Methodology

Transformers have shown great potential in various
NLP classification tasks (Khatri et al., 2022). For
the purpose of performing classification in both the
tasks, various transformers were tested. However,
RoBERTa showed the best performance for both
the multi-class and binary classification tasks. The
RoBERTa transformer model was first introduced
by Facebook in 2019 (Liu et al., 2019). RoBERTa
has been trained on 160GB of uncompressed text
leading to improved performance on classification
tasks. In this work, we present our approach to fine-
tuning RoBERTa for the SMM4H classification

67



Figure 1: Proposed Methodology

Table 1: Data Distribution for Task 3

Dataset Label Total0 1
Training 5118 2280 7398

Validation 254 135 389

Table 2: Data Distribution for Task 5

Dataset Label Total0 1 2 3
Training 1131 395 160 114 1800

Validation 377 131 54 38 600

tasks. A pre-trained model, RoBERTa, was trained
in a self-supervised manner, i.e., only raw texts
were used to train it without the involvement of
human intervention for labeling.

2.1 Data Pre-processing

For the tasks, the data was imbalanced in nature,
as can be seen from the data distribution in Ta-
ble 1 and Table 2 for Task 3 and Task 5, respec-
tively. Due to this, there is a possibility that the
results can be skewed with a preference towards
the majority class. To address this issue, under-
sampling was performed. In this, random sampling
was performed on all classes such that the number
of instances for all the classes become equal to the
number of instances in the minority class.

The data provided for both the tasks has been
sourced from social media platforms. As a conse-
quence of this, there was extensive use of various
emojis, numbers and other special characters. In
the pre-processing step, all the characters are first
converted to lowercase. Then, emojis, numbers,
and special characters are removed from the text.

2.2 Transformer Fine-tuning
The procedure adopted to fine-tune the model has
been shown in the Figure 1. The RoBERTa trans-
former was fine-tuned in two different ways. The
difference between the two approaches was that
pre-processing was performed in one and it was
not performed in the other. The results for both
these approaches have been detailed in Table 3 and
4 for Task 3 and Task 5, respectively.

In Task 3, to train the transformer, the learning
rate was set to 1e-6, and the weighted Adam opti-
mizer was used. The Cross-Entropy loss function
was utilized to penalize the mistakes made by the
model during the training process. The model was
fine-tuned till 45 epochs when data pre-processing
was performed. And when data pre-processing was
not performed the model was trained for 42 epochs.

In Task 5, to fine-tune the RoBERTa, the learning
rate used was 1e-5. The cross-entropy function and
weighted Adam optimizer were used as the loss
function and optimizer, respectively. The model
was fine-tuned for 10 epochs when pre-processing
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Table 3: Model Performance for Task 3

Description F1 Score Precision Recall Accuracy
RoBERTa with Pre-Processing 0.383 0.413 0.482 0.378

RoBERTa without Pre-Processing 0.413 0.431 0.52 0.411
Mean 0.5186 0.5649 0.5379 0.5746

Median 0.5795 0.63 0.5885 0.627

Table 4: Model Performance for Task 5

Description F1 Score Precision Recall
RoBERTa with Pre-Processing 0.900 0.854 0.950

RoBERTa without Pre-Processing 0.870 0.807 0.944
Mean 0.822 0.818 0.838

Median 0.901 0.885 0.917

was performed, and when no pre-processing was
performed, the model was fine-tuned for 11 epochs.

To determine the number of iterations for which
the model should be trained, the early stopping was
used. If there was no significant improvement in
the performance of the validation data for 5 consec-
utive epochs during training, then the process was
not carried further and was halted at that point.

3 Results and Discussion

An in-depth analysis was performed on the perfor-
mance of the large RoBERTa transformer model in
the work. The performance was analyzed in differ-
ent scenarios, both with and without pre-processing.
The results obtained on the test data, along with the
mean and median of the overall performance of all
teams, have been summarised in Table 3 and Table
4 for Task 3 and Task 5, respectively.

To fine-tune the transformers, we first perform
under-sampling on the data to avoid bias in the
model. Then, we use two approaches for training
using the balanced data. In the first approach, we
use the text as is, without any pre-processing, and
in the second approach, we perform pre-processing
as described in Section 2.1. The early stopping
approach was used to determine the number of
epochs.

In Task 3, large RoBERTa without pre-
processing performed better and achieved an F1-
score of 0.413 than large RoBERTa with pre-
processing, which achieved an F1-score of 0.383.

However, in Task 5, large RoBERTa with pre-
processing achieved an F1-score of 0.900, whereas
large RoBERTa without pre-processing achieved
only 0.870.

4 Conclusion and Future Work

In this work, we present our adoption of the large
RoBERTa transformer model to perform classifica-
tion on social media data sourced from Reddit and
Twitter. In Task 3, we use the model to perform
multi-class classification on the effects of outdoor
spaces on social anxiety using Reddit posts. In
Task 5, we use the model to perform binary classifi-
cation of English tweets to classify whether or not
they report medical disorders in children. We also
analyze the performance of the transformer, both
with and without pre-processing.

In the future, an ensembling approach can be im-
plemented. This approach can help amalgamate the
results of different transformers, which may lead
to improved results (Dima et al., 2020; Montañés-
Salas et al., 2022; Lin et al., 2022).
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