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Abstract

In this paper, we describe our proposed systems
for the Social Media Mining for Health 2024
shared task 1. We built our system on the basis
of GLM, a pre-trained large language model
with few-shot learning capabilities, using a two-
step prompting strategy to extract adverse drug
events (ADEs) and an ensemble method for
normalization. In the first step of extraction
phase, we extract all the potential ADEs with
in-context few-shot learning. In the second step
for extraction, we let GLM to filter out false
positive outputs in the first step by a tailored
prompt. Then we normalize each ADE to its
MedDRA preferred term ID (ptID) by an en-
semble method using Reciprocal Rank Fusion
(RRF). Our method achieved an excellent re-
call rate. It obtained 41.1%, 42.8%, and 40.6%
recall rate for ADE normalization, ADE recog-
nition, and normalization for unseen ADEs, re-
spectively. Compared to the performance of the
average and median among all the participants
in terms of recall rate, our recall rate scores
are generally 10%-20% higher than the other
participants’ systems.

1 Introduction

Extracting medical entities from social media
is a challenging task. BERT (Devlin et al.,
2019) is one of the most popular models used
for named entity recognition (NER). Among its
family, BioBERT (Lee et al., 2019) and clinical-
Bert (Huang et al., 2019) are especially reported
useful for Medical Named Entity Recognition tasks.
But without sufficient resources and data for fine-
tuning, BERT tends to underperform. Some re-
searches (Brown et al., 2020; Kojima et al., 2022)
have demonstrated that tailored prompts can drive
large language models (LLMs) to perform various
downstream tasks well with only a small amount
of data.

This paper describes our work in the Social
Media mining for Health 2024 (SMM4H2024).
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SMM4H2024 task 1 was a mission for mining
adverse drug events (ADE) from Twitter (X) and
normalizing to their corresponding preferred terms
within the Medical Dictionary for Regulatory Ac-
tivities (MedDRA) terminology. Inspired by the
works on Few-shot (Brown et al., 2020) and Zero-
shot (Kojima et al., 2022) learning with LLMs, we
introduce a system for ADE identification and nor-
malization.

The identification phase of our system contains
two steps: a potential ADE extraction step and a
self-improvement step:

1. In the first step, we use a LLM with Few-shot
in-context learning to find out all the potential
ADEs.

In the second step, we use another prompt
template that provides the potential ADEs and
their original twitter sentences from the first
step to let the LLM distinguish whether each
ADE is caused by any drug mentioned in the
twitter. In this way, false positive outputs in
the first step are identified. Then a script drops
such outputs to get the final text extraction
result for normalization in the next phase.

In the normalization phase, we use an ensem-
ble method, utilizing the Reciprocal Rank Fusion
(RRF) (Cormack et al., 2009) method to integrate
the relevance scores based on five pre-trained Em-
bedding models and Levenshtein Distance (Yujian
and Bo, 2007). The resulted fused score serves
as the final measure of relevance. In this phase,
each extracted ADE text in the previous phase is
labeled with the preferred term ID (ptID) of the
most related ADE in MedDRA measured in this
way.

Our system scored above mean and median on
multiple metrics among all the participants and
had the advantage of not requiring fine-tuning on
downstream tasks.
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Figure 1: Framework of our system. In ADE Text Ex-
traction, the green rectangle are GLM models with dif-
ferent prompt, and blue are the texts. In Normalization
to MedDRA ptIDs, the red rectangle is RRF algorithm,
including five language models and Levenshtein Dis-
tance.

2 Methodology

The entire framework is illustrated in Figure 1. We
have two main steps in our system: a potential ADE
Text Extraction phase and a normalization phase to
MedDRA ptIDs. In this section, we will introduce
the details of these phases.

2.1 ADE Text Extraction Phase
2.1.1 Potential ADE Text Extraction Step

In this section, considering the relatively small
dataset size, we employ an approach that utilizes a
pre-trained LLM to perform few-shot learning to
extract potential ADE mentions. We used GLM-
4 (Du et al., 2022) as our base model in this phase.
In the first step, we input the tweets into GLM
using few-shot prompts to extract potential ADEs.

Some tweets in the datasets do not contain any
ADEs. We carefully designed our prompts to avoid
outputting ADEs for such tweets. The prompt is
shown in Appendix A.3.

2.1.2 Self-improvement Step

In our local experiments, we found that although
our system captured many candidate ADE men-
tions in the first step, most of them were not caused
by drugs regarding the context. To improve perfor-
mance of our system, we designed a second step.

In the second step, inspired by conventional
works that proposed a self-consistency check in
zero-shot NER (Xie et al., 2023), we propose to
utilize a question-and-answer style prompt to let
the LLM model improve the outputs by itself.

We input the tweets containing the identified
ADEs from the first step, along with their cor-
responding ADEs, into GLM in a question-and-
answer format that ask the LLM to distinguish
whether the ADEs identified in the fist step are
caused by a drug rather than any other factors. The
prompt can be found in Appendix A.3.

By employing this approach, our system filters
out the tweets that do not have ADEs caused by
drugs regarding the context of the input tweet.
Then the remaining candidate ADE mentions are
going to be mapped to the MedDRA ptIDs in the
normalization phase.

2.2 Normalization Phase

We employ an ensemble approach involving mul-
tiple models and methods for normalization. The
models and methods used in ensemble are summa-
rized as follows:

* all-MiniLm-L6-v2, a general sentence-
transformers (Reimers and Gurevych, 2019)
model based on nreimers/MiniLM-L6-H384-
uncased! and fine-tuned on a corpus including
Reddit Comments, WikiAnswers, etc , with a
total of 1B tokens 2.

* PubMedBERT-base-embeddings, a
PubMedBERT-base = model fine-tuned
on the titles and abstracts of medical papers
from the PubMed dataset 3.

* BioBERT-NLI, a BioBERT (Lee et al., 2019)
model further fine-tuned on the SNLI (Bow-
man et al., 2015) and MultiNLI (Williams
et al., 2018) datasets *.

"https://huggingface.co/nreimers/
MinilM-L6-H384-uncased

2https://huggingface.co/sentence—transformers/
all-MinilM-L6-v2

3https://huggingface.co/NeuML/
pubmedbert-base-embeddings

*https://huggingface.co/gsarti/biobert-nli
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BioBERT-mnli-snli-scinli-scitail-mednli-
stsb (Deka et al.,, 2022), a sentence-
transformer model trained on SNLI, MNLI,
SCINLI, SCITAIL, MEDNLI, and STSB
datasets °.

Clinical BERT (Wang et al., 2023), a BERT
model trained on a 1.2B disease-related
dataset ©.

The Levenshtein Distance between the ex-
tracted results and the corresponding text of
each ADE in MedDRA.

For Sentence-transformers and BERT models,
we calculate the cosine similarity between the em-
beddings of the extracted results and the embed-
dings of each ADE as the relevance measure. For
Levenshtein Distance, we directly use it as a rele-
vant metric.

Due to the inconsistency in measures among
these methods above, we employ Rank-based Re-
ciprocal Rank Fusion (RRF) (Cormack et al., 2009)
to fuse the relevance scores since it is a rank-based
method.

Denote the embedding from embedding model
i as E;(+), the extracted text piece of a candidate
ADE mention as t,y,, and any ADE term text in
MedDRA as tg,.,. The similarity based on embed-
ding model 7 is

_ (Ei(tsys)) - (Ei(tdra))
’(lzk(tsyS))|’(lzk(tdra))‘.

We rank the ADEs in MedDRA separately based
on the similarities and Levenshtein Distances ob-
tained from the above models, and then fuse the
rank results by RRF. Denote the ranking by method
1 as 7y, the rank of a MedDRA ADE preferred term
tara as 7i(tdrq ), the set of all candidate rankings as
‘R, and the set of all ADE texts in MedDRA as D.
The final score is

Si (tsy57 tdra) (1)

1

k + T (tdra) ' (2)

S(tarq € D) = Z
r,€ER
k is a preset constant. We used k£ = 5.
The ptID corresponding to the ADE text with
the highest final score is extracted and submitted
as the ptID in the submission file.

5https://huggingface.co/pritamdeka/
BioBERT-mnli-snli-scinli-scitail-mednli-stsb
®https://huggingface.co/medicalai/ClinicalBERT
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3 Experiments

Besides our method described in Section 2, there
are several prompting methods that used in sim-
ilar tasks, including few-shot prompting (Brown
et al., 2020), zero-shot prompting and least-to-most
prompting (Zhou et al., 2022) as follows,

1. Few-shot: This method provides several ex-
amples along in the prompts. Our system uses
this method in the first-step in the ADE ex-
traction phase.

Zero-shot: This method input instructions to
a LLM without examples.

. Least-to-most: This prompting strategy pro-
poses to divide a complex problem into sub-
problems in prompting. To apply it to this
task in our experiments, we divided the NER
task into three subtasks, including identifying
whether the effect is negative, determining
whether it is caused by the medication, and
determining if it is an ADE caused by the med-
ication based on the results of the previous two
tasks.

We compared these methods in our local experi-
ments.

Moreover, GLM-4 are reported as an improved
version of GLM-3-Turbo. Thus, we also evaluated
it for this task.

In details, we compared five methods that
used different prompts and LLM models: few-
shot prompt + GLM-3-Turbo WSI(without self-
improvement), few-shot prompt + GLM-3-Turbo,
few-shot prompt + GLM-4, zero-shot prompt +
GLM-3-Turbo, and least-to-most prompt + GLM-
3-Turbo. We evaluated these five methods in vali-
dation dataset in order to find the best method. The
result is shown in Appendix A.1. The few-shot
+ GLM-4 achieved leading results across all met-
rics, so we ultimately decided to use the few-shot
prompt + GLM-4 method on the test set.

4 Results and Discussions

4.1 Overall Results

The metrics used to evaluate results in the task are
as follows,

e F1-Norm: The ADE Normalization F1 Score.

e P-Norm: The ADE Normalization Precision
Score.
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Ours Mean Median
F1-Norm 20.5 28.3 29.3
P-Norm 13.7 29.2 33.9
R-Norm 411 334 32.6
F1-NER 21.6 327 37.6
P-NER 145 356 43.7
R-NER 428 34.0 374
F1-Norm-Unseen | 10.6 209 14.1
P-Norm-Unseen | 6.1 20.5 14.4
R-Norm-Unseen | 40.6 28.7 36.5

Table 1: The final result of our system in the task in
comparison with the mean and median scores among all
the participants.

* R-Norm: ADE Normalization Recall Score.
* F1-NER: ADE Extraction F1 Score.

* P-NER: ADE Extraction Precision Score.

* R-NER: ADE Extraction Recall Score.

¢ F1-Norm-Unseen: ADE Normalization on
Unseen MedDRA IDs F1 Score.

¢ P-Norm-Unseen: ADE Normalization on Un-
seen MedDRA IDs Precision Score.

¢ R-Norm-Unseen: ADE Normalization on Un-
seen MedDRA IDs Recall Score.

Table 1 presents the results of our method on
the test dataset. F1-Norm scored 20.5, P-Norm
scored 13.7, and R-Norm scored 41.1. F1-NER
scored 21.6, P-NER scored 14.5, and R-NER
scored 42.8. F1-norm-unseen scored 10.6, P-Norm-
Unseen scored 6.1, and R-Norm-Unseen scored
40.6.

Our method works well without the need for
large amounts of training data. At the same time,
in terms of recall rate, we have achieved scores
higher than both the median and the average scores
among the participants.

5 Conclusion

Our method surpasses the median and average re-
sults of the SMM4H 2024 Task 1 in some metrics,
with improvements of 10%-20% over the median
in R-Norm, R-NER, and R-Norm-Unseen. This
proves the feasibility of using large language mod-
els for social media text mining tasks with a well-
designed prompting strategy, especially in the cases
that high recall rate is required.
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However, the decline in the precision of ADE
mining is still an issue that needs to be addressed.
We consider the reason for the low accuracy score
in ADEs mining is that the large language model
we used generalize based on their pre-trained data
and prompt engineering, while the text of ADEs in
social media comments can be very different from
the standard ADE text. This gap leads to the failure
of the large language model in identifying ADEs
when it mines ADEs from social media.
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A Appendix

A.1 Local Experiment Result on Evaluation
Set

As shown in Table 2 and Table 3, our system
achieved excellent results on the evaluation set
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(DEV set). Normalization F1: 0.465, Normal-
ization Precision: 0.500, Normalization Recall:
0.435. We also achieved great performance in ex-
traction: Extraction F1: 0.580, Extraction Preci-
sion: 0.627, Extraction Recall: 0.540. Other meth-
ods performed lower compared to the method we
used. Therefore, we believe that Few-shot learn-
ing is more suitable for large language models in
named entity recognition tasks compared to Zero-
shot and least to most approaches. Model improve-
ment is also crucial. Under the same conditions,
replacing the model from GLM-3-Turbo to GLM-4
alone can yield a 25% performance improvement.

A.2 Dataset Details

The test dataset contains a total of 11439 tweets.
According to the dataset, we removed all sen-
tences which are too short (those with fewer than
5 words). Besides, we deleted all non-English and
non-numeric characters.

A.3 Prompts for the Two-step ADE
Extraction

Our prompts used for the two-step ADE extraction
is shown in Table 4. Our system used prompts
were written in Chinese because GLM works better
with Chinese prompts. The translated version is
provided in Table 5.
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Method F1-Norm P-Norm R-Norm FI-NER P-NER R-NER

Few-shot + GLM-3-Turbo WSI 0.168 0.247 0.127 0.332 0.483 0.253
Few-shot + GLM-3-Turbo 0.300 0.320 0.282 0.580 0.627 0.540
Few-shot + GLM-4 0.471 0.514 0.435 0.580 0.627 0.540
Zero-shot + GLM-3-Turbo 0.134 0.101 0.200 0.267 0.202 0.391
Least-to-most + GLM-3-Turbo 0.172 0.197 0.153 0.222 0.258 0.153

Table 2: The overall results achieved by different combinations of prompting strategies and LLMs, evaluated using
the DEV set in our local experiments.

Method F1-Norm-Unseen P-Norm-Unseen R-Norm-Unseen
Few-shot + GLM-3-Turbo WSI 0.000 0.000 0.000
Few-shot + GLM-3-Turbo 0.095 0.054 0.400
Few-shot + GLM-4 0.214 0.130 0.600
Zero-shot + GLM-3-Turbo 0.000 0.000 0.000
Least-to-most + GLM-3-Turbo ©.000 0.000 0.000

Table 3: The results for unseen ADEs regarding the training set, achieved by different combinations of prompting
strategies and LL.Ms, evaluated using the DEV set in our local experiments.

Prompts for Coarse-grained ADE Text Extraction

R — BB ELNET R, FIREH NS5 3Ca) 7 LAY i 22 ) i R R
A, Al A—EaEEER - HATEERIERNATZ ML - RERIER, 1§
WEE PUR M B NEIER IR, REHE— M EER, THERHEHETRE. &l
TERAIRER 21 - e o ZRGIRETHRR B B RE — P RER B A 75X 5
%1%]: avelox has hurt your liver, avoid tylenol always, it further damages liver, eat grapefruit
unless taking cardiac drugs &|{EF]: hurt your liver

Prompts for Self-improvement

W B IR —ANEMEZ DA, IRTZEEH VR AT RE TR AT, X EEADEsE 2 T
23 S EIT AN R AL E R [FE - B40: avelox has hurt your liver, avoid tylenol
always, it further damages liver, eat grapefruit unless taking cardiac drugs &JfEF: hurt your
liver #EFH: [K 5] HFavelox has hurt your liver iX 7)1 T LA AT LLHEWT H hurt your liver/&
M Tavelox 38T . AFFERIHERE, AFEmMLESE AL BIRAIRZHEEE
[ [tweet]F FI[ADE]Z T2 249 S8, IMEA G EELMARIMN T, AFE
Bt A AR

Table 4: Our prompts for the two steps for ADE Text Extraction, which is originally written in Chinese.
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Prompts for Coarse-grained ADE Text Extraction in English

You are a super medical chemistry expert, please identify any chemical substances or drugs
and their Adverse Drug Event (ADE) in the following English sentences. The sentences may
or may not contain ADEs. If the sentence does not contain any ADE, you don’t need output
anything. If there are ADEs, please find them and provide only the result of corresponding side
effects without showing the reasoning process. Side effects may be multiple. I will give you
some examples. Example: avelox has hurt your liver, avoid tylenol always, it further damages
liver, eat grapefruit unless taking cardiac drugs ADE: hurt your liver

Prompts for Self-improvement in English

I will give you a sentence and multiple words, and you will need to use your reasoning
ability to determine whether these ADEs are caused by the medication rather than pre-existing
conditions. Example: avelox has hurt your liver, avoid tylenol always, it further damages liver,
eat grapefruit unless taking cardiac drugs ADE: hurt your liver reasoning: Because of the
sentence “‘avelox has hurt your liver,” it can be inferred that “hurt your liver” is caused by
avelox. There is no need to output the reason, just yes or no. Please use your logical abilities to
answer: In the [tweet], is the [ADE] caused by the medication, or is it due to the person’ s
own issues or other bad habits? Just output "yes" or "no".

Table 5: Our prompts for the two steps for ADE Text, translated in English.
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