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Abstract
This paper presents the objectives, organization and activities of the UniDive COST Action, a scientific network
dedicated to universality, diversity and idiosyncrasy in language technology. We describe the objectives and
organization of this initiative, the people involved, the working groups and the ongoing tasks and activities. This
paper is also an open call for participation towards new members and countries.
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1. Introduction

Natural language processing (NLP) is currently
booming, to the benefit of many end users. How-
ever, this technological progress poses an impor-
tant challenge: accounting for and fostering lan-
guage diversity. We present UniDive, an initiative
which takes two original stands on this challenge.
Firstly, it addresses both inter- and intra-language
diversity, i.e., diversity understood both in terms of
the differences among the existing languages and
among the linguistic phenomena exhibited within a
language. Phenomena currently under study are:
morphological features, syntactic dependencies,
multiword expressions and other idiosyncratic con-
structions, as well as word formation processes
and their links with the notion of "wordhood”. Sec-
ondly, UniDive does not assume that linguistic
diversity is to be protected against technological
progress but strives for reconciling both of these
aims. Its approach is to: (i) pursue NLP-applicable
universality of terminologies and methodologies,
(i) quantify inter- and intra-linguistic diversity, (iii)
boost and coordinate universality- and diversity-
driven development of language resources and

tools, for a large variety of linguistic phenomena
in a large number of languages, including low-
resourced ones.

UniDive is a COST Action’, i.e. a scientific net-
work funded (for 2022-2026) by the European
Union via COST (European Cooperation in Sci-
ence and Technology). COST Actions connect
researchers, from Europe and beyond, via net-
working instruments such as meetings, confer-
ences, workshops, short-term scientific missions
and training schools. UniDive is open to new mem-
bers throughout its entire duration.

2. State of the Art

The three foundational concepts for UniDive are
diversity, universality and idiosyncrasy.
2.1,

The study of language universals has a long-
standing tradition (Greenberg, 1996; Chomsky,

Universality

For the COST-hosted portal of UniDive see https:
//www.cost.eu/actions/CA21167/.
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1975), prevails in mainstream theoretical linguis-
tics and is a central issue in typology. But the exis-
tence of absolute universals is a subject of a major
controversy. Evans and Levinson (2009) claim that
the existence of a Universal Grammar is a myth,
that statistical tendencies ("statistical universals”)
should be considered instead and that linguistic re-
search should use diversity as a starting point. Oth-
ers argue that diversity is a surface phenomenon,
while universality, conversely, can be captured at
the right level of abstractness (Tallerman, 2009). In
NLP, researchers are more agnostic towards the
theoretical status of language universals, rather
emphasizing the usefulness of cross-linguistically
consistent and applicable language descriptions.
The objective of defining such descriptions is re-
ferred to in UniDive as universality.

Universality holds a pivotal role in NLP and
its practical realization has facilitated the expedi-
tious advancement of this discipline. Widely ac-
knowledged presumptions of universality serve
as the foundation for open and cooperative NLP
initiatives. UniDive directly builds upon three of
them: Universal Dependencies (de Marneffe et al.,
2021), which posits standarized guidelines for mor-
phosyntactic annotation in treebanks, PARSEME
(Savary et al., 2023a), which advocates for uni-
fied directives concerning the annotation of mul-
tiword expressions (Sec. 2.3), and UniMorph
(Kirov et al., 2018), which proposes universal
guidance on annotating morphological properties
in inflectional languages. Inspired by these well-
established endeavors, new ones emerge, e.g.
CorefUD (Nedoluzhko et al., 2022), which estab-
lishes a standardized format for coreference res-
olution, and Universal Anaphora (Poesio et al.,
2023), which promotes cross-linguistically univer-
sal anaphoric interpretation.

The importance of these universality-driven ini-
tiatives is multifaceted. By sharing datasets that
are annotated consistently and uniformly across
multiple languages, they enable cross-linguistic
comparative research and the development of ro-
bust and versatile NLP models. By providing a uni-
fied foundation for linguistic annotation, they pro-
mote shared linguistic understanding. Last but not
least, they highlight the importance of linguistic di-
versity and the need for inclusive approaches in
NLP research.

2.2. Diversity

Diversity has been modelled and measured in
many domains, such as as ecology, economy or in-
formation theory (Morales et al., 2021). There, for-
mal definitions of diversity often rely on the notions
of items and types. In ecology, items are speci-
mens/individuals, while types refer to the species
these specimens are affiliated to. Given a popu-
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lation of items clustered into types, the concept
of diversity is often defined along three distinct di-
mensions: variety, balance and disparity (Stirling,
1998). Variety is the number of types into which
items can be classified (sometimes normalized by
the number of items). Balance is the extent to
which the type-item distribution is uniform. Dispar-
ity is the degree to which types differ from each
other, according to a distance metric defined on
types.

In linguistics, diversity was mainly addressed in
the interlingual sense, e.g. in terms of languages
spoken in a given geographical area, different lin-
eages in the phylogenetic tree of languages, or
variation among structures within languages (Net-
tle, 1999), as well as the rate of language extinction
(Harmon and Loh, 2010).

In NLP, a growing body of works addresses the
need for language technology to cover a larger
number of world’s languages (Joshi et al., 2020;
ImaniGooghari et al., 2023). Some other works
stress the need for intra-lingual diversity in train-
ing data and its impact on performances in parsing
(Narayan and Cohen, 2015), question answering
(Yang et al., 2018) and natural language genera-
tion (Zhang et al., 2020; Agirre et al., 2016; Zhu
et al., 2018; Palumbo et al., 2020; Li et al., 2021;
Tevet and Berant, 2021). Lion-Bouton et al. (2022)
quantify the intra-linguistic diversity (in terms of va-
riety and balance) of one particular linguistic phe-
nomenon: multiword expressions, which are out-
standing representatives of idiosyncrasy, the third
major concept addressed by UniDive.

2.3.

Human languages present recurrent patterns that
allow humans and computers to deduce generic
rules and generalizations from examples. Idiosyn-
crasy occurs when these patterns are breached,
that is, when only a few instances of a larger class
present a given characteristic or behaviour. This
abstract notion can be applied to any level of lin-
guistic analysis (word senses, syntactic construc-
tions, phonemes, etc.), but in UniDive we focus
on idiosyncratic word combinations. Most of the
time, these elements are words, and the combi-
nations are called multiword expressions (MWES)
(Baldwin and Kim, 2010). When the elements un-
der consideration are under-specified, we speak of
constructions, in the sense of Construction Gram-
mar (Fillmore et al., 1988; Goldberg, 1995).

The state of the art in MWE modeling encom-
passes a large body of works. In UniDive, we
are notably concerned with MWE lexicons (Los-
negaard et al., 2016) and corpora annotated with
MWEs (Schneider et al.,, 2016; Savary et al.,
2023a). Of special interest for UniDive is unifying
divergent MWE modeling practices in universality-

Idiosyncrasy



driven initiatives (Kahane et al., 2017; Savary et al.,
2023b) and designing MWE lexicon-corpus inter-
faces.

In MWE processing, the major tasks include
MWE discovery, identification and translation
(Constant et al., 2017), as well as semantic compo-
sitionality prediction (Cordeiro et al., 2019). One of
the challenges lies in the severe difficulty of gener-
alizing beyond the data seen in training (Ramisch
et al.,, 2020). In more generic NLP tasks, re-
cent MWE-related challenges include evaluating
neural machine translation (Baziotis et al., 2023),
capturing semantic similarity (Tayyar Madabushi
et al., 2022) and understanding the behavior of
transformer-based language models (Haviv et al.,
2023) while explicitly focusing on MWEs.

3. Objectives and Organization

UniDive’s main objective is to reconcile language
diversity with rapid progress in language technol-
ogy. To achieve these goals, the Action is focusing
on two general efforts: research coordination and
capacity building.

Research coordination objectives include: (i) de-
veloping methods for quantifying linguistic diver-
sity, (i) reaching a common understanding of lan-
guage universals, (iii) coordinating diversity-driven
developments of language resources and NLP
tools, (iv) raising awareness regarding the impor-
tance of diversity preservation in language technol-
ogy, and (v) disseminating the outcomes to stake-
holders.

Capacity building objectives include: (i) creat-
ing a network of experts in a large number of lan-
guages working on modelling and processing lin-
guistic phenomena within a common framework,
(i) fostering the capacities of young researchers,
(iii) setting up a long-term roadmap for the joint ef-
forts of the universality-driven NLP community.

To achieve its goals, UniDive employs instru-
ments that aim to bring the research commu-
nity together. Semi-annual management commit-
tee (MC) meetings, monthly working group (WG)
meetings and meetings of various task groups are
held online and provide Action members with the
opportunity to discuss research and address man-
agerial issues. Annual in-person general meetings
include talks by invited speakers and a workshop
where Action members and non-members present
peer-reviewed work on the Action’s topics. Training
events, held annually, either online or in-person,
focus on topics that are central to the Action’s ac-
tivities and are especially beneficial to young re-
searchers. In addition, the Action funds short-term
scientific missions (STSMs) which enable mem-
bers to visit institutions located in a country other
than their country of affiliation and take advantage

Indo-European

Other

Dravidian
Turkic
Kartvelian

. Creole
Uralic

4

Afro-Asiatic
Niger-Congo

Figure 1: Number of languages in UniDive per lan-
guage family. Other comprises Sumerian, Mon-
golic, Korean, Sino-Tibetan, Austro-Asiatic, Aus-
tronesian, Pama-Nyungan, Uto-Aztecan, Mayan,
and Constructed languages.

of knowledge not available in their own institutions.
STSMs contribute to the scientific objectives of
the Action and foster collaboration between partic-
ipants.

Within a large network like this, efficient commu-
nication is needed to share thoughts, ideas, opin-
ions, feedback on research and administration is-
sues. In addition to mailing lists covering various
groups and committees, UniDive uses Telegram,
selected on the basis of a preference survey, for in-
stantaneous communication. For external commu-
nication, we rely on UniDive’s website?, social me-
dia platforms, and collaborative platforms for on-
line documentation and meetings.

4. People

Formally, a COST Action consists of countries that
send their representatives to the MC. But in prac-
tice, obviously, the work is done by people who en-
ter one or more WGs; this community reaches far
beyond the MC membership. The Action remains
open to newcomers throughout its duration.®

COST Actions put a lot of weight on balanced
representation w.r.t. gender, age, and geography.
The latter means that certain countries, mostly
from the Eastern half of Europe, are designated
‘Inclusiveness Target Countries’ (ITC)* and a bal-
ance between ITC and non-ITC is sought (since
historically, researchers from ITCs were underrep-
resented at international events).

’https://unidive.lisn.upsaclay.fr/

3See: https://unidive.lisn.upsaclay.fr/
doku.php?id=how_to_join_us.

4https ://www.cost.eu/about/members/
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Germanic Slavic

Romance Other

Iranian
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Figure 2: Number of languages in UniDive per
Indo-European genus. Other comprises Celtic,
Italic, Albanian, and Armenian.

At the time of writing, UniDive comprises 37
countries (out of all 43 COST Members, Cooper-
ating and Partner Members); 24 of those are ITCs.
The WGs have 330 participants in total (many of
them registered in multiple WGs). 58% are female,
42% are young researchers by COST criteria, and
49% are based in ITC.

Given the goals of UniDive, an important factor
is also the range of natural languages in which
the participants are proficient. We conducted sev-
eral surveys where we asked members about their
native language, the languages they work on and
other languages they have expertise in. Not sur-
prisingly, the vast majority of members listed Indo-
European languages; nevertheless, there are also
languages from 17 other families (Figures 1 and 2).
In total, 77 languages were mentioned individually
but some members work on language groups and
some stated directly that their work is multilingual,
not restricted to any particular language or group.

5. Activities

The scientific activity in UniDive is structured in 4
working groups (WGs).

WG1 Corpus Annotation: WG1 focuses on
the annotation aspects of corpora development,
as annotated corpora constitute one of the Ac-
tion’s fundamental operational tool for fostering
and analyzing NLP-applied universality. Current
activities are centered around Universal Depen-
dencies (UD) and PARSEME (Sec. 2.1), whose
latest corpus releases are 2.13 (Zeman et al,,
2023) and 1.3 Savary et al. (2023), respectively.
The main aim of WG1 is to maintain and ex-
tend this momentum towards large-scale high-
quality multilingual linguistic annotation. Diversity
is under-represented in the existing universality-
driven projects and WG1 aims to support the de-
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velopment of annotated resources for new lan-
guages. Another aim is to unify and enhance cross-
lingual annotation guidelines for morpho-syntax
and MWEs, by also accounting for language typol-
ogy at various levels of linguistic description. Work
is also planned on tools, file formats and related
infrastructure supporting corpus development.

WG2 Lexicon-corpus interface: In the quest
for diversity, electronic lexicons are complemen-
tary to corpora. While the former aim at holis-
tic language modelling, describing possibly many
linguistic objects, in the latter many phenomena
are rare. In this context, WG2 carries out a sur-
vey about segmentation conventions in different
UD treebanks and how they coincide with Haspel-
math’s (2023) definition of a "word”. The outcomes
will help spot and illustrate segmentation inconsis-
tencies in UD and formulate recommendations for
future annotation projects. WG2 also focuses on
adding new languages to the ELEXIS-WSD Paral-
lel Sense-Annotated Corpus (Martelli et al., 2021).
Provided that an open license sense inventory (a
dictionary) is available, any language can join this
task of linking words (including MWEs) in the cor-
pus with senses from the dictionary. Finally, WG2
is carrying out a survey on MWE lexicons which
would update the previous effort by (Losnegaard
et al., 2016), in an attempt to define a proof-of-
concept for lexical encoding of idiosyncratic prop-
erties in MWEs, with an eye to lexicon-corpus in-
terlinking mentioned above.

WG3 Multilingual and cross-lingual lan-
guage technology: The work in WG3 is con-
cerned with multilingual and cross-lingual NLP
tools, including but not limited to tools for mor-
phosyntactic and semantic analysis, and for dis-
covery and identification of MWEs. The first on-
going effort focuses on documentation, so as to
provide easy access to tools that apply to multiple
languages, in particular low-resourced ones, no-
tably through cross-lingual learning. The second
current focus is on organizing multilingual evalu-
ation campaigns which would shed new light on
how existing language technology tools, ranging
from traditional syntactic and semantic analysers
to large language models, deal with universality,
diversity and idiosyncracy within and across lan-
guages. This activity will be informed by the work
of WG4 on metrics for intra- and inter-language di-
versity.

WG4 Quantifying and promoting diversity:
The work in WG4 is transversal to the other work-
ing groups, aiming at an actionable definition of
diversity. The main goal is to propose metrics for
intra- and inter-language diversity in resources and
tools. Such metrics will be used to (i) assess how
diverse multilingual shared-tasks/resources are in
terms of spanning a large variety of languages



and language phenomena, (ii) favor tools perform-
ing well on rare and diverse phenomena and on
low-resourced languages (instead of only report-
ing scores such as F1, a diversity score would
also rank systems submitted to multilingual shared-
tasks). To achieve such goals, WG4 will use one
of the forces of COST actions: networking. By in-
tegrating pre-existing groups dedicated to NLP-
applicable universality, with experts of notably low-
resourced languages and typologists, WG4 is aim-
ing at promoting diversity in NLP. So far, the effort
has focused on documenting existing measures of
diversity and collecting multilingual shared-tasks
data to test the metrics WG4 will come up with.

6. Conclusions

Despite the apparent contradictions between the
notions of universality, diversity and idiosyncrasy,
they can in fact be seen as complementary. Uni-
versality promotes diversity via inclusiveness. Id-
josyncrasy, understood as linguistic behaviors de-
viating from universals across languages and/or
strong generalisations in a language, necessarily
contributes to diversity. Finally, what is seen as id-
josyncratic in one language can be studied as a
potential generalisation across a number of lan-
guages or, even, as a universal. UniDive has a
huge potential to collectively leverage this comple-
mentary nature and thus contribute to reconciling
language diversity with rapid progress in language
technology.
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