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Abstract

Comparative wordlists play a crucial role for historical language comparison. They are regularly used for the
identification of related words and languages, or for the reconstruction of language phylogenies and proto-languages.
While automated solutions exist for the majority of methods used for this purpose, no standardized computational or
computer-assisted approaches for the compilation of comparative wordlists have been proposed so far. Up to today,
scholars compile wordlists by sifting manually through dictionaries or similar language resources and typing them
into spreadsheets. In this study we present a semi-automatic approach to extract wordlists from machine-readable
dictionaries. The transparent workflow allows to build user-defined wordlists for individual languages in a standardized
format. By automating the search for translation equivalents in dictionaries, our approach greatly facilitates the
aggregation of individual resources into multilingual comparative wordlists that can be used for a variety of purposes.
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1. Introduction

Before the 20th century many Western linguists,
missionaries, and archaeologists, often unified in
one person, documented languages by recording
comparative wordlists. Such wordlists formed the
basis for historical language comparison and the re-
construction of ancestral languages. For example,
the Linguistic Survey of India (LSI) documented
363 languages from southern Asia using such com-
parative wordlists (Grierson, 2023). Many of those
languages have since become dormant and such
documents are sometimes the only resource about
them. In contrast, the late 20th and 21st century
have seen a steep rise in extensive documentation
efforts of individual languages, serving a diverse
set of important community-oriented goals such as
providing educational material for speaker commu-
nities or revitalizing obsolescent languages (Him-
melmann, 1998; Gippert et al., 2006; Woodbury,
2014; Seifart et al., 2018). These documentation
projects have led to an increased number of dictio-
nary publications.

For historical linguistics, comparative lists of ba-
sic vocabulary are still the backbone for both clas-
sical and computational methods of language com-
parison (Durie and Ross, 1996; Greenhill and Gray,
2012; Blevins and Sproat, 2021; Blum et al., 2023b).
Aggregated datasets of such wordlists also form
the basis for interdisciplinary studies on cognitive
aspects of language (Blasi et al., 2016; Jackson
et al., 2019). Despite many efforts in automating
steps of the comparative method (Wu et al., 2020;

Blum and List, 2023), there are no standardized or
transparent workflows for the compilation of com-
parative wordlists from dictionaries. Large compar-
ative projects exist, but they are rare.

We propose a new approach for compiling such
wordlists from individual sources, since no method
exists for this purpose except the manual collec-
tion. In this study we present a computer-assisted
method that allows for converting dictionaries into
wordlists in a semi-automatic, transparent way
that preserves references to the original dictionary.
Apart from making wordlist extraction from dictionar-
ies more transparent, the workflow can speed up
the process of wordlist compilation and thus con-
tribute to studies in which comparative wordlists
have to be compiled from scratch or extended.

2. Background

Dictionaries and wordlists differ in their structure.
In its most general representation, a dictionary con-
sists of a headword and a gloss. The headword
provides a form (or a lemma) in the language that
the dictionary describes, and the gloss provides a
hint to the meaning. The meaning itself can con-
sist of multiple individual senses. Dictionaries may
provide further information in addition to headword
and gloss, such as the part-of-speech of a word, or
example sentences that show how the word can be
used. While the distinction between headword and
gloss is present in nearly all dictionaries for individ-
ual languages, glosses differ widely and specifically
sense descriptions are rarely standardized.
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Figure 1: The structure of dictionaries and wordlists
contrasted through the colexification of EYE and
SEED in Amawaka (Case Study II).

In contrast to a dictionary that starts from the
word form, taking a form-based or semasiological
perspective, a wordlist starts from a list of concepts
(or senses), taking a concept-based or onomasio-
logical perspective (compare Lehmann 2004, 197
and List 2014, 22–24). A wordlist offers translation
equivalents, based on a concept list in which indi-
vidual concepts are referenced with short elicitation
glosses (List et al., 2016). Since the relation be-
tween signifier (word form) and signified (meaning)
can be complex, with forms denoting meanings con-
sisting of multiple senses, there is no one-to-one
relation between the elicited concepts in a wordlist
and the glossed meanings in a dictionary. As a re-
sult, the same word form can occur several times in
the same wordlist, each time representing different
concepts, while at the same time one concept can
be expressed by several different word forms.

An important part of the presented workflow is the
standardization of data using the Cross-Linguistic
Data Formats (CLDF), an initative for making lin-
guistic data linked and re-useable (Forkel et al.,
2018). CLDF comes with many different modules
and provides the backbone for diverse datasets.
For example, CLDF can represent lexical datasets
(List et al., 2022), grammatical datasets (Skirgård
et al., 2023; Blum et al., 2023a), or corpus data
(Seifart et al., 2023). One of the core components
of CLDF is the linking of data to other datasets
through reference catalogues like Glottolog (Ham-
marström et al., 2024). The linking to those cata-
logues makes it possible to unambiguously identify
points of comparison with other datasets that also
use CLDF.

One such standardized reference catalogue that
is especially relevant for this study is Concepti-
con, a repository for concepts and conceptlists
(Tjuka et al., 2023; List et al., 2023). This refer-
ence catalogue stores lists of basic vocabulary
and maps the entries to concepts, which estab-
lish translation equivalents across different source

languages. For example, both English ‘lake’, Ger-
man ‘See’ and Spanish ‘lago’ map to LAKE in Con-
cepticon (https://concepticon.clld.org/
parameters/624). This mapping process makes
it possible to compare the meaning of lexical forms
across different datasets with different source lan-
guages.

3. Method

3.1. Workflow
Linguistic dictionaries are published in many dif-
ferent formats. While more recent dictionaries are
presented in a machine-readable form, older dic-
tionaries are often only available as books where
any information needs to be extracted manually.
In other cases, proprietary tools like Toolbox or
Fieldworks Language Explorer have been used to
create dictionary files on a computer. But even
when two different dictionaries are available as
machine-readable files, the lack of standardiza-
tion can lead to differently structured dictionaries,
a lack of translation equivalents for dictionary en-
tries, and different ways of presenting the same
information. The manual extraction of comparative
information is thus highly dependent on tedious and
time-consuming manual work.

We present a workflow which extracts such
wordlists from dictionaries of different source for-
mats. Our method proceeds in four steps, as visual-
ized in Figure 2. As a first prerequisite, a dictionary
must be represented in machine-readable formats.
This includes the digitization and parsing of data
from different source formats. In a second step,
the dictionary has to be converted to the specific
dictionary representation of CLDF (Forkel et al.,
2018). In a third step, the meaning descriptions
in the dictionary are automatically mapped onto a
user-defined selection of Concepticon concept sets
(List et al., 2023). In this step we can easily cre-
ate the translation equivalents for different source
languages that have been used in the respective
dictionaries. In a fourth step the mappings are used
to extract a wordlist from the dictionary, which is
then standardized following the guidelines underly-
ing the Lexibank repository (List et al., 2022). The
resulting dataset can be used as a starting point
for comparative studies of many different kinds.

3.2. Parsing Dictionaries
The first step in our workflow is about converting
the dictionary into a file that can be parsed compu-
tationally. If the raw data is available in machine-
readable format, such as in our Case Study I, this
may be skipped. More often than not, however,
the dictionary is published as a PDF and requires
some form of parsing or even a previous OCR scan,

https://concepticon.clld.org/parameters/624
https://concepticon.clld.org/parameters/624
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Figure 2: Overview of the workflow for the parsing of dictionaries and extraction of comparative wordlists.

as in our Case Study II. As these tasks are highly
dependent on the source format, we will discuss
them in each case study individually. As a general
requirement for the CLDF conversion, we recom-
mend having the dictionary parsed as a CSV file to
easily iterate through the data. Other file formats,
such as Toolbox text files, might also offer this op-
tion, and are another possible source format for the
CLDF conversion.

3.3. Converting Dictionaries to CLDF
One of the cornerstones of our workflow is the cre-
ation of a CLDF dictionary. This is the step where
all the different input formats get funneled into
a uniform output format. For this purpose, we use
the CLDFBench package (Forkel and List, 2020)
to create the necessary metadata (https://
pypi.org/project/cldfbench). CLDFBench
projects can deal with a variety of diverse dictionary
formats, be it Toolbox files, custom Excel sheets,
or CSV files. Dictionary-specific support comes
from the PyDictionaria package (https://pypi.
org/project/pydictionaria/), which forms
the back-bone of Dictionaria, an online journal
for CLDF dictionaries (https://dictionaria.
clld.org).

Depending on the source format, this process
differs from dictionary to dictionary. For toolbox-
dictionaries, a mapping file between the Standard
Format Markers (SFM) markers and CLDF features
is built (Case Study I). The SFM markers are the
core of the toolbox-format and store all informa-
tion of the entry in pre-defined headers. For exam-
ple, ‘\lx’ commonly presents the lexical form. Other
markers can specify glosses in different languages
or grammatical information. However, there are
no enforced standards, and the mapping has to
be adapted to each dataset. For dictionaries that
have been parsed into tabular format, the script iter-
ates through each line of the input format based on
an established separator (e.g. tab or comma) and
splits the input line into entry, senses, and other
features such as part-of-speech tags, if available
(Case Study II). CLDFBench is then used to create
the final CLDF dataset.

The resulting CLDF dictionary contains a col-

lection of linked tables, most relevantly an Entry
Table and a Sense Table. The Entry Table contains
the word form and additional – mostly grammatical
and phonological – information. The Sense Table
contains the different meanings of an entry and
other semantic information. Note that the meaning
descriptions provided in the Sense Table can be
quite prosaic and vary between dictionaries. For
comparative work, these descriptions need to be
linked using a set of common concepts. This is the
subject of the following section.

3.4. Automated Concept Mapping
Now that the CLDF dictionary is complete we can
proceed to create the wordlist. For this step we
choose a list of basic vocabulary from Concepticon
that we want to use for our language comparison
(Tjuka et al., 2023). If the desired list is not on Con-
cepticon yet, one can easily follow a tutorial to con-
tribute to this project (Tjuka, 2020). Once we have
chosen the concept list, we map the entries from
the dictionary to the list of concepts using a new
Python package we wrote for this purpose, called
GetCL, published in Version 0.1 along with this
study (https://pypi.org/project/getcl).

The package uses a straightforward mapping
algorithm available in the PySEM package (List,
2024) to map the dictionary entries to the con-
cepts from the concept list (https://pypi.org/
project/pysem). This is done through scoring
the mapping of an entry to concepts in Concepticon
based on previous mappings that have been estab-
lished in the Concepticon workflow (List, 2022).

This step includes the option to use mappings
from other languages that are already part of Con-
cepticon. In our case studies, for example, we have
used Spanish in addition to English to provide an
automated mapping to our concept list, since the
dictionary of Amawaka was published in Spanish.

The mapping should be followed up by two
rounds of manual checks: First, we assure that
all automated mappings are actually correct. Some
ambiguous forms (e. g. ‘bark’) may have been
mapped erroneously, and it is crucial for the com-
parative linguist that the mappings are corrected.
Second, we check if any missing concepts can be

https://pypi.org/project/cldfbench
https://pypi.org/project/cldfbench
https://pypi.org/project/pydictionaria/
https://pypi.org/project/pydictionaria/
https://dictionaria.clld.org
https://dictionaria.clld.org
https://pypi.org/project/getcl
https://pypi.org/project/pysem
https://pypi.org/project/pysem
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found in the dictionary, for example by considering
translations that are not yet part of the Concepti-
con mappings. By back-feeding this information to
Concepticon we can improve the mapping process
continuously.

3.5. Wordlist Extraction
The final step is the creation of the wordlist as a
CLDF component. For this, we make use of the
Lexibank specifications (List et al., 2022). This in-
cludes the selection of a concept list, mapping the
languages to Glottolog (Hammarström et al., 2024),
and ensuring that all sounds are represented in
CLTS (List et al., 2021). The mapping to a concept
list and the mapping of the described language to
Glottolog are already part of the previous steps.
The last feature that needs to be added is the stan-
dardization of the wordlist data through the cre-
ation of an orthography profile (Moran and Cysouw,
2018), a mapping table that maps from one orthog-
raphy to another. In our case, the conversion is
from the individual orthography used in a language
resource to a phonetic transcription following the
standard conventions of CLTS, which is derived
from the International Phonetic Alphabet and com-
patible with it (Anderson et al., 2018).

The result of this procedure is a new CLDF
dataset consisting of both the original dictionary
and a standardized wordlist, which can be inte-
grated with additional CLDF wordlists for the pur-
pose of historical language comparison (Blum et al.,
2024) or for computational approaches in lexical
typology (Tjuka et al., 2024).

4. Case Studies

4.1. Workflow and Sample
The sample of two languages has been chosen out
of convenience. We can showcase the workflow
from two different sources: An existing pydictionaria
repository, as well as a parsed PDF dictionary. The
workflow is applicable to any dictionary that has a
suitable input format available. In both case studies
we use Swadesh’s traditional concept list of 100
items (Swadesh, 1955). As mentioned before, it is
possible to use any of the conceptlists in Concepti-
con for this purpose, or to create a new concept list
if a study requires so. Table 1 summarises the total
number of dictionary entries and senses as well
as the number of mapped concepts for the target
wordlist in both case studies.

4.2. Case Study I: Daakaka
In the first study we extract a comparative wordlist
from a dictionary of Daakaka (von Prince, 2017),
a language spoken by around 1000 speakers on

Ambrym, Vanuatu (von Prince, 2022). Dictionaria
already has a CLDF version of the dictionary, which
we use as a basis for wordlist extraction. This CLDF
dictionary is generated from a Toolbox file, which
boils down to a flat list of key–value pairs called
Standard Format Markers (SFM). PyDictionaria
splits the list into separate entries and maps SFM
markers to CLDF table columns. After that GetCL
takes over the data and matches the individual
meaning descriptions in the Sense Table to con-
cepts from the Swadesh list. The extracted con-
cepts are combined with the headwords from the
Entry Table to create a CLDF wordlist.

At the end the whole process produces a hy-
brid dataset: The dictionary part contains 2167
entries referring to a total of 2229 different senses,
and the wordlist provides word forms for 79 of the
100 Swadesh concepts. These automated map-
pings were supplemented manually with another
10 forms. This includes cases like ‘(fresh) water’,
which could not be mapped correctly to WATER
due to the presence of additional information. We
also removed five entries from the mappings. They
were erroneously mapped either due to complex
senses that included the target concept (e. g. ‘a
dish made out of fish’ mapped to FISH) and the
homophony in which cases of ‘lie’ are mapped to
both LIE (REST) and LIE (MISLEAD). In total, we
could map a form to 89 of 100 concepts.

4.3. Case Study II: Amawaka
In the second case study, we standardize the dic-
tionary of Amawaka, a Panoan language spoken
in the Peruvian and Brazilian Amazon, where it is
spoken by around 500 to 600 persons. The dig-
itization and scanning process for the Amawaka
dictionary followed a systematic approach using an
existing PDF. We made use of the proprietary OCR
software ABBYY FineReader to convert the PDF
file into searchable documents and then exporting
them to TXT files. In the OCR recognition process
the first step was to enhance PDF quality using
ABBYY’s scanning tool when needed, coupled with
picture editing options to improve readability and
reduce recognition errors. The second step com-
prised automatic format and text recognition, taking
approximately 3 to 5 minutes for a 500-page dictio-
nary. The third phase involved the verification and
editing process. This step can be semi-automatic,
as the software learns to recognize common mis-
takes, highlights recurrent ‘unsure’ characters, and
those can be mass-changed in the search bar once
identified. The final step involves exporting files to
TXT files, maintaining the original format with auto-
matic entry and subentry separation using tabs.

During the parsing of the extracted text data we
take advantage of the consistent structure of the
dictionary entries, which separates the senses and
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Language Glottocode Source Entries Senses Mapped
Daakaka daka1243 von Prince (2017) 2167 2229 89/100
Amawaka amah1246 Hyde (1980) 2106 2235 90/100

Table 1: Summary of both case studies: Number of dictionary and wordlist entries.

forms via part-of-speech tags. Apart from a handful
of inconsistencies which needed manual solutions,
this structure made it possible to iterate through the
dictionary entry per entry with a clean separation
of forms and senses by splitting the strings on the
POS-tags. We strip the data of any whitespace
and new lines, and export the final list to a TSV file
of form ’Sense / POS / Form’. The final table
contains a list with the concept (e. g. LEAF), its form
(/púhi/), as well as a link back to the sense-table of
the dictionary (‘1041-puhi’). In this case, the same
form also links to FEATHER (‘1605-puhi’), similar
to the example provided in Figure 1.

We mapped 86 concepts to entries running the
‘getcl’ command. Following the manual check we
removed two of those mappings (e. g. Spanish
‘lengua’ being mapped to TONGUE in cases where
it means LANGUAGE) and added six concepts
that were not mapped previously. In total we could
successfully extract 90 of the 100 concepts of the
Swadesh list from the dictionary.

4.4. Limitations

The main bottleneck for this workflow is the availabil-
ity of machine-readable dictionaries. Even though
OCR techniques have made huge progress, it is
still difficult to digitize older dictionaries (e.g. from
scans) in a quality that makes it reasonable to use
them as resource for computer-assisted workflows.

Another limitation is the availability of languages
for the mapping process for dictionaries with a
source language other than English. While for
some languages there is reasonable support (Span-
ish, Mandarin Chinese, German), the availability of
high-quality mappings for many other languages
in Concepticon is scarce. This is a direct conse-
quence out of the fact that mappings are added
through conceptlists that provide such a gloss, and
most such lists are only presented in English, or
other European languages. For example, there are
3756 available mappings for Spanish, 4612 for Ger-
man, but only 28 for Marathi, and none for Hindi.
Dictionaries written in languages for which no map-
ping resources exist are thus difficult to process with
this specific workflow. A possible solution would
be to pre-process the original data using automatic
translations if available, but this would make it nec-
essary to run even more quality checks after the
mappings.

5. Conclusion

We offer a new standardized way to extract compa-
rable wordlists from published dictionaries. Instead
of going through dictionaries manually and typ-
ing out the relevant entries, our computer-assisted
workflow establishes a reproducible way for offer-
ing a better analysis, for larger data. This reduces
the error rate considerably, given that we avoid
the chance of typos or missing an entry, making it
necessary to go through the dictionary again. We
expect that this workflow can reduce the workload
for creating comparative wordlists considerably.

Mapping the entries to Concepticon ensures that
we can directly compare data from different source
languages with each other. For example, we could
directly compare forms for a certain concept whose
original publications were in Spanish, Portuguese,
and English, because they all link to the same
database. This can be used not only for historical
language comparison and reconstruction, but also
for studies that trace contact between languages.
By maintaining the dictionary in CLDF format we
also make it possible to re-use the dictionary data
for other purposes, while computer-assisted steps
assure the reproducibility of this effort.
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7. Software and Data

All the code and data that was used in this
study, including the case studies, is stored on
Zenodo (v1.0.0, https://doi.org/10.5281/
zenodo.10948712) and curated on GitHub
(https://github.com/FredericBlum/
ExtractingWordlistsFromDictionaries).
The GetCL-package is available from pypi
(https://pypi.org/project/getcl/).
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