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Abstract

For many of the world’s small languages, few resources are available. In this project, a written online accessible
corpus was created for the minority language variant Gronings, which serves both researchers interested in
language change and variation and a general audience of (new) speakers interested in finding real-life examples
of language use. The corpus was created using a combination of volunteer work and automation, which together
formed an efficient pipeline for converting printed text to Key Words in Context (KWICs), annotated with lemmas
and part-of-speech tags. In the creation of the corpus, we have taken into account several of the challenges that
can occur when creating resources for minority languages, such as a lack of standardisation and limited (financial)
resources. As the solutions we offer are applicable to other small languages as well, each step of the corpus
creation process is discussed and resources will be made available benefiting future projects on other low-resource
languages.
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1. Introduction ten want to reflect their (local) pronunciation of a

) ) ) word in its spelling. Additionally, these spelling
This pape(; introduces the mfraT_trUCtUlfed _an?] soft-  guidelines are not always known or accepted by
ware used to create a monolingual diachronic  gyeryone who produces writing in Gronings. Both
corpus for an under-resourced language variety.  f these factors cause a substantial amount of
The corpus was created for Gronings, a language  gpeljing variation, which is increased in our cor-

variety spoken in the north of the Netherlands, s by language change in general, which is also
and is freely accessible as part of a larger online ofacted in the spelling.

database on this language variant, called Woord- )
Waark. This paper will detail the steps takeninthe ~ Although there have been developments in the
creation of this corpus and offer recommendations ~ collection of written corpora for languages with-

for future corpus building projects in order to also ~ ©ut @ standardised orthography (e.g., Millour and
benefit other minority languages. Fort, 2020), previous endeavours in creating an-

notated corpora for minority languages (e.g., Lin-

Gronings is a variant of the Low Saxon language, der et al., 2019: Tracey et al., 2019; Tahir and

which is spoken in the Netherlands and Germany
and is recognised within the Netherlands under :\/Iehmo?:,tz_()?) uTuaIIy cti_o not addr?css ghe clhal-
Part Il of the European Charter for Regional or enges that nternal vanation poses for develop-

Minority Languages (ECRML, 1998). Although N9 language technology, which do not only ap-
exact numbers of speakers are difficult to deter- ply to Gronings but to many minority languages.

mine, variants of Low Saxon in the Netherlands ;’-\Ithough spellirt1_g vatrrilgti_on catr; pose t?1 cthallelrlm_ge
are in decline and show clear age-grading, with or corpus creation, this IS not fo say that spefiing

only a relatively small proportion of young speak- variation i_n itself is neg_ativg or harmful to anguage
ers (Bloemhoff, 2005; Versloot, 2020). As inter- p_reserva.tlon or gmanm_pgtlon. In fgct, ret_alnmg re-
generational transmission of the language within 9'0”3" dlachr.onlc a”‘?' |.d|osyncra_t|c spelling varia-
families is declining, it is imperative that resources tion as found in the original texts is one of the main
facilitating both research and language learning features of our corpus.

are created. As of yet, no indexed corpus for writ-  The written corpus created in this project is an in-
ten Gronings exists. Although attempts have been  tegral part of WoordWaark, an online openly ac-
made to standardise the spelling of Gronings (e.g.,  cessible language database for Gronings which
Ter Laan, 1947; Reker, 1984), it can hardly be interlinks, among other things, several dictionar-
considered a standardised language. These at- ies, survey data on language variation, and (au-
tempts take the form of a set of guidelines rather  dio) material contributed by speakers of the lan-
than strict rules as authors writing in Gronings of-  guage. As of January 2024, the corpus contains
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10,036,643 tokens, 243,466 types and 622,470
sentences from 431 documents. As a part of
WoordWaark, the corpus serves two main goals.
On the one hand it facilitates linguistic research
on Gronings. On the other hand it makes the body
of written texts in Gronings accessible to a gen-
eral audience. For the first goal, it is necessary
that the corpus includes sufficient linguistic infor-
mation, such as part-of-speech tags, and that it
presents sentences exactly as they were found in
the original texts. For the second goal, it is impor-
tant that the sentences in the corpus can be used
to illustrate KWIC-entries from the dictionary and
thereby be used by a general audience as a refer-
ence work, to broaden their knowledge of real-life
applications of words found in the dictionaries and
as a tool to learn the language."

In addition to serving different audiences with one
corpus, the method proposed here is particularly
suited to contexts of (financially) under-resourced
languages as it makes use of volunteers and au-
tomation, thereby both involving the speaker com-
munity in the preservation of language, and reduc-
ing the amount of labour necessary.

2. Requirements

21. Texts

Several materials need to be in place or be ar-
ranged in order to build a corpus of this type. First
and foremost, a collection of written texts in the
target language is needed. The texts used for
the WoordWaark corpus were available through
the Library of the University of Groningen. All
texts that were tagged with the word ‘Gronings’
were included in our initial search, resulting in
763 texts, containing published books, periodi-
cals, magazines, posters and miscellaneous pub-
lications ranging in publication year from 1822 to
2016. This also meant that some texts that were
erroneously tagged with Gronings but were actu-
ally a different Low Saxon dialect or texts that were
about the province of Groningen but not written in
Gronings had to be later excluded, and that there
might have been texts that were (partly) written in
Gronings that were not tagged as such that were
therefore not included. All (included) texts that are
still copyrighted (all but 124) are not published in-
tegrally, but only cited from their original works as
KWICs and publicly searchable but not download-
able. Although for many corpora, it is important
to be restrictive in the selection of texts in order
to ensure that the corpus is balanced and repre-
sentative of different types of texts (Adel, 2020),
this is less feasible for low-resource varieties such

"The corpus will also be included in a massive open
online course for Gronings to provide resources to new
speakers.
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as Gronings, for which all available printed text
need to be included in order to keep a substantial
corpus. All texts were already assigned a unique
identifier by the University Library, and had some
metadata associated (such as title, author(s), pub-
lisher, etc.). Through the identifiers, it was pos-
sible to request texts in batches from the Univer-
sity Library so that volunteers could process them,
and to keep track of the status of each text in the
pipeline.

2.2. Volunteers

The second requirement for building the corpus is
to have an organisation that is capable of recruit-
ing and coaching volunteers. For this project, it
was not necessary for all volunteers to be profi-
cient in Gronings, but most of them were. Pro-
ficiency in Gronings was most useful when there
was doubt about the dialect of Low Saxon a text
was written in, but was not necessary for either
adding metadata, or checking and correcting the
optical character recognition (OCR) results after
scanning the texts in print. A total of 13 volun-
teers worked on this project, although not all si-
multaneously. Most of the volunteers were re-
tirees with active or passive knowledge of Gron-
ings, who had an interest in language and liter-
ature in general. An exception were the volun-
teers who scanned books, as elderly volunteers
were hesitant to perform in-person tasks due to
the COVID-19 pandemic and student volunteers
were recruited instead. Volunteers were recruited
through the Center for Groningen Language and
Culture as well as through the Dutch heritage plat-
form Erfgoedvrijwilliger.? Volunteers were offered
a small hourly compensation for their work, in ac-
cordance with the Dutch Tax and Customs Admin-
istration. Volunteers that did tasks from their own
home (relating to OCR and metadata) were pro-
vided with a laptop where all required software was
installed, which also included TeamViewer, so that
help could be provided and the computer could be
controlled remotely if the volunteers encountered
problems or had questions. We estimate that vol-
unteers have spent between 1800 and 2000 hours
working on the corpus thus far. One member of the
project team was available through email and tele-
phone to answer questions and solve problems for
the volunteers.

2.3. Digital Infrastructure

The final requirement for building this corpus was
to have a digital infrastructure in place in order to
ensure a smooth process combining work done by
volunteers and automation. This digital infrastruc-
ture consisted of a pipeline which all texts went
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through. Each step of this pipeline (see Figure 1)
will be explained in detail below.
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Figure 1: Pipeline used for converting texts in print
to a corpus. Green boxes represent steps con-
ducted by volunteers, blue boxes represent auto-
mated steps.

3. Volunteer Tasks

3.1. Scanning

The first step in the pipeline was to create digital
scans from the texts. Volunteers came to the Uni-
versity Library (UL) and were instructed to scan
the texts from cover to cover, using a CZUR-ET16
overhead scanner. Although only running text
would be used in the final corpus, the inclusion of
the covers and first and last few pages of all in-
cluded books helped with the retrieval of relevant
metadata later in the process. The scans were
saved using the unique UL identifier and exported
as colour TIFF files with LZW compression and
stored in a Google Drive folder. Some of the texts
were difficult to scan using the overhead scanner
because of issues with light reflecting from pages
or books having rigid spines. These texts were
scanned using a Ricoh MP C3003 multi-function
(flatbed) printer, at 300 dpi, in black-and-white and
at full brightness (these settings proved to deliver
the best quality scans for OCR). These scans were
also saved as TIFF files using the unique identi-
fier and exported to the Google Drive folder. The
quality of these scans was lower than those of the
CZUR scanner, but still sufficient (using the afore-
mentioned settings) to conduct OCR.
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3.2. Text Selection and Correction

The next step in the pipeline was to convert the
scans to text using optical character recognition
(OCR), using ABBYY FineReader 15 Corporate.
First, the volunteers indicated the text areas that
needed to be converted, which meant selecting
and deselecting areas so that only running text
in Gronings remained. In other words, all areas
that were not text (e.g., images or page numbers),
that were not Gronings (e.g., parts of multilingual
texts in, for example, Dutch or other Low Saxon
dialects) or not running (e.g., tables, word lists,
title page, chapter titles, etc.) had to be dese-
lected as we are only interested in full sentences
for this corpus. Then the volunteers had to in-
struct the program to start converting the selected
areas to text. In advance, we provided the pro-
gram with a lexicon of Gronings on the basis of
Klunderloa, a website with texts for primary school
children,® as well as the Reker dictionary of Gron-
ings (Reker, 1998). The initial lexicon contained
35,012 unique words. This increased the chance
of the program correctly recognising a word it was
not certain about and made the task of the volun-
teers easier. After the initial OCR step, the pro-
gram presented the volunteers with all words of
which it was not certain whether they were recog-
nised correctly. The volunteers then had to com-
pare the text as recognised by the program to the
scan, and correct the text if necessary. If a word
had not been encountered by the program before,
this was also indicated and volunteers were pre-
sented with the opportunity to add this word to
the lexicon in order to facilitate recognition in the
future. As the goal of the corpus was to serve
as an accurate representation of all forms of writ-
ten Gronings, no alterations to the original texts
were made. As the spelling of Gronings shows
substantial variation diachronically, between vari-
ants, and also between authors, it is impossible to
make an objective distinction between typing and
spelling errors on the one hand, and intentional
‘non-standard’ forms meant to reflect differences
in pronunciation on the other hand. Therefore, vol-
unteers were explicitly instructed to only perform
corrections on the texts if the OCR output did not
match the text in the scan that they were presented
with, and to leave in all other ‘errors’ they might
perceive. Some of the texts were not suitable for
OCR, as they used non-standard fonts (for exam-
ple to resemble cursive handwriting), because the
text was overlaid on a background image where
parts of the image could be confused for text (such
as drawings) or (especially for the older texts) be-
cause the quality of the paper and/or printing was
poor. These texts (<5% of the total) were taken
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out of the pipeline and stored in a separate folder
for potential later correction, as it would take the
volunteers too much time to transcribe these texts
manually.

3.3. Adding Metadata

After the OCR results were checked, the files were
transported to a website that allowed volunteers to
do both a final check of the text and to add meta-
data. Some volunteers preferred to conduct this
step themselves for each text they did the OCR
check for, and some only did one of two steps.
Both of these options worked well. For this step,
we designed a custom application that allowed vol-
unteers to view (1) the scan, (2) the (editable)
text as produced in the OCR step, and (3) forms
through which they could add the metadata. The
metadata that volunteers were asked to add con-
sisted of two parts: metadata about the whole text,
and metadata about different parts of the text. The
metadata about the whole text consisted of edi-
tor, title, source type (book, journal, newspaper,
website), series, year, number, place of publica-
tion, publisher, edition or printing, website, date of
consulting website, and comments. The metadata
about different parts of the text consisted of author,
title, genre (prose, poetry), first language variant
(normally Gronings), second language variant (if
another language variant was is used as well),
and comments. The metadata was partly found in
the sources themselves, and partly needed to be
looked up online or in reference works. If the data
were available through the University Library, the
form fields were filled in automatically with those
data.

4. Adding Lemmas and
Part-of-Speech Tags

41.

We developed a lemmatiser which lemmatises to-
kens in Gronings to lemmas in Dutch. Assigning
Dutch lemmas to tokens in texts that are written in
Gronings is important for two reasons. It (1) allows
the user to search the corpus in both Gronings
(via the tokens) and Dutch (via the lemmas), and
(2) regional, morphological and spelling variants of
the same word are ‘linked’ in this way. For exam-
ple, if a user searches by using the Dutch word
huis ‘house’, sentences with all occurring Gron-
ings variants are found: hoes, huus, hoeske, hu-
usie, etc, representing respectively two different
regional forms of the base word and two differ-
ent regional forms of the diminutive. If the user
searches for the Groningen word hoes, it is also
possible to not only find sentences that include the
exact word hoes, but also sentences that include
huus, hoeske and huusie. In this way, forms of re-

Lemmatisation
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gional, diachronic and idiosyncratic spelling vari-
ation are preserved and made accessible in the
corpus.

To be able to lemmatise automatically, a lemma-
tiser had to be trained on the basis of a training
corpus. Our training corpus consisted of six texts
in Gronings, containing 109,765 tokens, 93,739
words and 6,513 sentences in total. When as-
signing the lemmas, a Dutch cognate was cho-
sen whenever possible. If there was no cognate in
Dutch for the Gronings word, a non-cognate was
chosen. This training corpus was manually cre-
ated as a part of our project. We estimate that the
creation of this corpus, including the training of a
student assistant, took 150 hours.

For lemmatisation, we trained the PIE (Manjava-
cas et al., 2019) lemmatiser. We chose this lem-
matiser as it is robust in the presence of much
language variation, as is the case for our corpus.
On the one hand there is regional and diachronic
variation, and on the other hand authors use dif-
ferent spellings. The accuracy of our model was
determined to be 89% through 10-fold cross val-
idation. A visual inspection suggests that a sub-
stantial portion of the errors are cases where the
model generates a Dutch-sounding cognate that
is not commonly used, while the word was previ-
ously annotated in the training corpus with a non-
cognate. When no cognate in Dutch is present
at all and the word was not included in the train-
ing corpus, the lemma is derived from or identical
to the token. We do not consider this a problem
since different variants of Gronings still normalise
to the same (pseudo-)Dutch lemma, and this is
the primary goal of the lemmatisation process (al-
though in cases where no cognate is present, this
can mean that the word is not findable through the
Dutch lemma).

4.2. Part-of-Speech Tags

Assigning part-of-speech (POS) tags to the words
is important because some words in Gronings —
just like some Dutch words — belong to a different
part of speech depending on the context in which
they appear. For example, there are three POS-
tags for the word aal (an adverb when the meaning
is ‘constantly’, a pronoun when the meaning is ‘ev-
eryone’ and a noun when the meaning is ‘the uni-
verse’). Consequently, in order to search the cor-
pus for appropriate sentences containing the word
aal, one needs to specify the part of speech.

We automatically added POS-tags to our corpus
with a BERTje-based language model. BERTje
is a general language model for Dutch (de Vries
et al., 2019). This model was trained for Dutch
POS tagging, based on training data from the Uni-
versal Dependencies project (de Marneffe et al.,
2021). Additionally, the model was adapted to



work with words in Gronings through a multi-step
adaption process. In this process, the model was
fine-tuned for POS tagging in Dutch, and adapted
to Gronings using unlabeled data (de Vries et al.,
2021) and reached an accuracy of 92% on the un-
seen Gronings test set. Since the POS tagging
model is trained cross-lingually using Dutch train-
ing data, there should not be a bias towards a spe-
cific Gronings variant, but the model might perform
better for variants that are more similar to Dutch.
POS tags are useful discriminators for seman-
tic disambiguation (Wilks and Stevenson, 1996).
However, they are not enough to fully disam-
biguate a text. For example, bank can be a finan-
cial institute or the edge of a river. In both cases
bank is tagged as a noun. Therefore, a useful re-
finement would be to assign the appropriate sense
to each occurrence of the word in a given con-
text, a process known as sense tagging (Wilks and
Stevenson, 1997). In order to train a sense tagger,
you need to annotate a training corpus with word
senses, a task that may be time-consuming. Due
to the limitations of our project, this has not been
done yet, but will be useful future work.

4.3. XML

The final result consists of texts in XML format that
contain the metadata and in which the words are
annotated with their lemmas and POS tags. These
texts are suitable to be searched by the Black-
Lab corpus search engine (de Does et al., 2017).
BlackLab is a corpus retrieval engine built on top of
Apache Lucene and used by the newly developed
corpus search interface in WoordWaark.

The interface offers four search options allow-
ing for varying search query complexity: sim-
ple, extended, advanced, and expert. The basic
search option enables the user to search for spe-
cific words, while the advanced options allow for
more complicated search queries involving partial
words, lemmas, and POS tags. The input provided
by the user is converted into CQL (Corpus Query
Language), a query language used by BlackLab to
allow users to retrieve information from the avail-
able corpora. The server’s response is presented
in the form of a table, with the matching word(s)
displayed together with its surrounding context.
Those words are clickable and take the user to
the corresponding lemma in the dictionary. Addi-
tionally, details concerning each text in which the
search term appears, such as the title and author,
can be easily viewed.

5. Other Considerations & Lessons
Learned
One of the main difficulties we expected in build-

ing the corpus was having to account for the sub-
stantial variation that would be present in the data.
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However, by using PIE and a manually annotated
dataset for lemmatisation together with an adapted
version of BERTje, we still achieved results that
are sufficiently accurate for a general audience
and that would greatly aid researchers in provid-
ing a first crude annotation of the data. As man-
ual tagging and lemmatisation would not be feasi-
ble for corpora of this size, we think this method
is suitable for other languages as well. It is impor-
tant to note, however, that the effectiveness of this
approach is dependent on the presence of linguis-
tic resources from a closely related (standardised)
higher-resource language (de Vries et al., 2021).

Another recommendation for similar projects in the
future concerns the use of volunteers. Although
our volunteers were highly intrinsically motivated
to partake in this project, they indicated that it
was sometimes demotivating that the work they
did was very individual. Because of the COVID-
19 pandemic, we were unfortunately not able to
organise many activities or (informative) gather-
ings for the volunteers, but would recommend this
for similar projects in the future. It was evident,
once this was again possible, that the volunteers
enjoyed seeing the results of their work illustrated
through presentations about WoordWaark and re-
search conducted on the corpus at the university.

6. Conclusion

Both the infrastructure designed for this project
and the lessons learned from it may be useful
for other under-resourced languages with inter-
nal variation for which the construction of a writ-
ten corpus would be desirable. The current pa-
per has demonstrated a method in which a com-
bination of volunteer work and automation creates
an efficient pipeline for converting printed texts to
annotated sentences which are potentially useful
for a general audience and researchers. Further-
more, we have demonstrated how resources from
a larger related language (Dutch) can be usefully
employed for a (related) low-resource variety and
how challenges concerning spelling variation can
be circumvented while preserving the variation in
the corpus. As the infrastructure of the corpus was
designed to be used by other languages as well, a
pilot is currently underway in which the infrastruc-
ture will be used for Bildts, another minority lan-
guage variety that is spoken in the Netherlands.
Furthermore, the complete pipeline, manuals for
software and coaching volunteers as well as the
software designed for the project are available in
the project’s GitHub repository.*

4github.com/woordwaark/Spotlight-pipeline
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8. Ethical Considerations

One of the main ethical considerations we encoun-
tered during the construction of our corpus is that it
can be difficult to adequately take into account the
interests of the two target audiences that might be
using the corpus. As the corpus should both be us-
able for academic research and for a general audi-
ence trying to gain insight in the usage of specific
words, some conflicts arose in which sentences
were appropriate to include. All material from the
texts that was in principle usable was included in
the corpus, which meant that there were also sen-
tences containing racist, sexist, homophobic and
other offensive language. Although it is necessary
to include these sentences for linguistic research,
they are not appropriate to present to a general
audience as examples of how other (inoffensive)
words are used in the language. Therefore, we
constructed a list of words that caused sentences
containing one or more of these words to not be
shown as illustrations of the use of a different (in-
offensive) word in that sentence when using the
basic search functionality. In case someone would
deliberately search for an offensive term, the sen-
tences containing these terms are shown, how-
ever. We feel that this approach best combines
the interests of both researchers and a general
audience, as the sentences containing offensive
terms are still accessible using the more complex
searching functionality used by researchers, but
would not be presented as examples that could be
seen as normative to a general audience.
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