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Abstract
The Swedish Sign Language (STS) Corpus mainly contains segmentations on the lexical level (i.e. signs), which
makes it difficult to extract information at clause- or utterance-like levels. In this paper, | evaluate three different
methods of segmenting the data into larger units: prosodic, syntactic and translation-based utterance units.
The results show that none of the utterance units have particularly high accuracy in their alignment with the
others, illustrating the challenges facing researchers who are looking to extract meaningful units above the lexical
level. In a second step, | extract articulation information from the corpus videos using computer vision meth-
ods, but find no clear alignment of articulatory features of the hands and head with the boundaries of the utterance units.
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1. Introduction

Today, there is an increasing number of corpora of
sign languages in the world (Fenlon and Hochge-
sang, 2022; Kopf et al., 2022, 2023). Technical
approaches can benefit from these resources, as
well as facilitate their future expansion (see Mor-
gan et al., 2022). Substantial information can be
extracted even from very basic annotations, such
as simple lexical level annotations —i.e. segmenta-
tions and annotations of each individual sign pro-
duced — which tend to be the initial steps of sign lan-
guage corpora annotation work (Johnston, 2014).
While such annotations can provide important in-
sights into, e.g., lexical frequency, collocations and
duration (Bdrstell, 2022b), it is more challenging to
use lexical annotations alone to investigate gram-
matical constructions. This is mainly due to the
fact that many sign language corpora lack any form
of syntactic segmentation of the signing. One ex-
ception is the Auslan Corpus, which features so-
called clause-like units that internally also have an-
notations for grammatical functions, enabling more
detailed investigations into the syntactic organiza-
tion of the language (Johnston, 2019). From the
perspective of Conversation Analysis, Bono et al.
(2020) annotated various layers of linguistic infor-
mation — e.g., pragmatic, syntactic and phonetic —
to segment a corpus of Japanese Sign Language
(JSL) dialogues into utterance units based on those
combined layers, facilitating research on the inter-
actional aspects of sign language communication.

In this paper, | look at the Swedish Sign Lan-
guage (STS; svenskt teckensprak) Corpus (Mesch
et al., 2012), which does not feature any clause- or
utterance-unit segmentations on the whole. How-
ever, a small subset of the corpus has previously
been annotated for syntactic relations (Ostling et al.,
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2017), which can be used to infer clause or sen-
tence units for that specific subset. Prosodically
motivated segmentation of the corpus has been
piloted as well, but was deemed inefficient as a
method (Borstell et al., 2014). Without dedicated
segmentations above the lexical level, research
that required sentence-based segmentations has
instead used the translation tier segmentations as
an approximation of sentence units (Sjons, 2013;
Ostling et al., 2015). To date, there has been no
evaluation of how past approaches to sentence-
or utterance-unit segmentation/approximation align
with one another. The goal of this paper is thus to
evaluate the equivalence across approximations of
utterance units in the STS Corpus, namely those
based on available or inferred prosodic, syntactic
and translation segmentations.

2. Background

The Swedish Sign Language (STS; svenskt teck-
enspradk) Corpus (Mesch et al., 2012) has been
available for research since 2011, and has since
been published as an online interface (Oqvist et al.,
2020). The STS Corpus has mainly been anno-
tated for sign glosses and idiomatic translations into
written Swedish (Mesch et al., 2012; Mesch and
Wallin, 2015), but has later been enriched with word
class annotations (Ostling et al., 2015). Smaller
subsets have in addition been annotated for other
properties such as backchannel responses (Mesch,
2016), mouthings (Mesch et al., 2021) and syn-
tactic segmentations and relations (Bérstell et al.,
2016). However, there is no comprehensive type of
segmentations beyond the original sign and trans-
lation tier annotations. In Borstell et al. (2016),
we attempted a basic syntactic annotation of the
STS Corpus, which involved segmenting clause-
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like units on the basis of a combination of syntactic,
semantic and prosodic properties of the signing.
The definition centered around predicate-type signs
as the core, and expressing a single idea within
a single prosodic unit, definitions that were fur-
ther used in later cross-linguistic research (Bérstell
et al., 2019). In Borstell et al. (2016), the first step
was identifying and segmenting a syntactic unit, fol-
lowed by annotating their internal relations for each
sign. This proved to be quite time-consuming, and
it involves simultaneous bottom-up and top-down
approaches. That is, you need a segmentation
to know which signs can relate to each other, but
the signs that relate to each other also define the
segmentation itself. In several other studies, utter-
ances were inferred on the basis of the translation
tier segmentations — i.e. the span of the Swedish
translations across signs were used as approxi-
mate utterance units (defined here as a unit of seg-
mentation corresponding to a level above the sign)
— cf. Bono et al. (2020). For example, this was
used in approaches to automatically word class tag
the STS Corpus (Sjons, 2013; Ostling et al., 2015).
The translations are, however, not segmented sys-
tematically based on the signed articulation, but
rather conversational content. In fact, translation
annotation was mainly done independently of the
sign gloss annotations, based on what could be
conveniently expressed in written Swedish. Fur-
thermore, translation segments do not always even
correspond to a full sentence in neither Swedish
nor STS, as many of them are partial sentences or
fragments.

In Borstell et al. (2014), we experimented with
ways of segmenting units based on visual prosodic
cues, and whether these would correspond to
syntactic units. A number of deaf signers were
recruited to segment a subset of the STS Cor-
pus based on visual prosodic cues alone, and
these were compared to a syntactic segmentation
made on the same subset. The results showed
a lot of variation in the prosodic segmentations,
and whereas some major prosodic breaks aligned
across participants, it was deemed less reliable
and inefficient as a method for segmenting the cor-
pus data for syntactic purposes. Instead, the work
from Borstell et al. (2016) was expanded on later in
Ostling et al. (2017), when we submitted a subset
of the STS Corpus data to the Universal Depen-
dencies (De Marneffe et al., 2021) dataset collec-
tion, making it the first sign language corpus to be
added.! There, we instead worked in a bottom-up
fashion, annotating grammatical relations between
signs individually and later linking them together
into a dependency tree automatically, thus skipping

STS is the only sign language represented in Univer-
sal Dependencies to date, but see Caligiore et al. (2020)
for work on Italian Sign Language (LIS).
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the explicit segmentation step in the annotation pro-
cess. The STS dataset in Universal Dependencies
is still very small, consisting of 1610 sign glosses
across 203 sentences.

Although the Universal Dependencies STS
dataset provides syntactic segmentation of clause-
like units through its dependency trees, there has
not been any evaluation of how well these syntactic
units correspond to other units. For instance, to
what extent do the syntactic units align with the
translation units that have been used as place-
holder sentence segmentations in previous work?
Would either type of utterance unit, whether syn-
tactic or translation-based, have any meaningful
prosodic properties — e.g., notable pauses or other
articulatory features around the start-/endpoints.
We know from other research that sign language
utterances display a multitude of prosodic features
that can be used to segment and identify them,
such as body, head and eyebrow movements and
eyeblinks (Crasborn, 2007; Fenlon et al., 2007;
Hansen and HeBBmann, 2007; Herrmann, 2010;
Sandler et al., 2011; Ormel and Crasborn, 2012;
Puupponen et al., 2015; Puupponen, 2019; Kim-
melman et al., 2020; Dachkovsky, 2022). Such fea-
tures have in recent years been used in computer
vision-based analyses of sign language data, as
part of automatically extracting articulation and po-
tentially segmenting continuous signing (Susman,
2022; Moryossef et al., 2023).

In this paper, | aim to:

1. compare and evaluate the alignment of
prosodic, syntactic and translation utterance
units in the STS Corpus

. use computer vision-based tools to investigate
articulatory correlates of these units

3. Methodology

For this study, | use the six original ELAN (Witten-
burg et al., 2006) annotation files (.eaf) used in
the annotation of the STS Universal Dependencies
dataset (Ostling et al., 2017). The six corpus files
consist of 12 signers engaged in different types
of conversation, between 1.5 and 3 minutes long
(14 minutes and 5 seconds in total), comprising
1621 sign tokens: two free conversations (more
dialogue) and four stories (more monologue).

The data processing, analysis and visualiza-
tions were done in R (R Core Team, 2023)
with the packages ggtext (Wilke and Wiernik,
2022), glue (Hester and Bryan, 2022), pracma
Borchers (2022), scales (Wickham and Sei-
del, 2022), signglossR (Borstell, 2022a), tidy—
verse (Wickham et al., 2019) and udpipe (Wijf-
fels, 2023). The data and code for this study can
be found at: https://osf.io/fw825/.


https://osf.io/fw825/

3.1.

The STS data as represented in the Universal De-
pendencies dataset contains the original sign an-
notations from the corpus as well as dependency
relations between them. These dependency trees
form a type of utterance unit segmentation of the
STS Corpus data. The utterance units as defined
by the Universal Dependencies dependency trees
are in the following called syntactic utterance units.
| compare these syntactic utterance units to the
so-called translation utterance units. The transla-
tion utterance units are defined as the sign anno-
tations that fall within or overlap with the temporal
span of translation tier segmentations. | compare
these two unit types also to a third type of utter-
ance unit, labeled prosodic utterance units. The
prosodic utterance units are defined as the sign se-
quences without any substantial pauses between
signs. Here, the pause duration threshold has been
set to the median duration of sign pauses between
the syntactic units in the Universal Dependencies
dataset: 322 milliseconds. Any pause between
signs larger than that value forms a segmentation
point marking a new prosodic utterance unit. The
three types of utterance units — prosodic, syntactic
and translation — result in slightly different numbers
of utterance units, spanning different numbers of
sign annotations (see Table 1).

Defining units

Unit # of units # of signs
Prosodic 264 1621
Syntactic 203 1610
Translation 217 1611

Table 1: The number of utterance units per type
and the number of sign annotations covered.

As is visible from Table 1, the largest number of
signs is 1621, which is the same as the total number
of tokens in the six corpus files of the dataset. This
is only found for the prosodic unit segmentation,
which is due to the fact that the prosodic segmen-
tation is by definition done on the full dataset of
(manual) sign annotations. The translation units
have a slightly lower number, because some sign
sequences have not been translated (generally
short backchannel utterances). The syntactic units
have the lowest sign counts because a few sign
sequences in the dataset were never annotated for
the Universal Dependencies dataset — e.g., due to
the annotators being uncertain of the dependency
analysis.

While the prosodic and syntactic utterance units
always align exactly with the start and end of some
sign annotations, since they are defined on the ba-
sis of those (sign) annotation segmentations, the
translation utterance units do not necessarily align
with sign annotation endpoints. Instead, the trans-
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lation utterance units are treated as temporal seg-
mentations, which can be aligned to the sign an-
notations based on overlap: if a sign annotation is
completely within the boundaries of a translation
unit, it is assigned to it; if a sign annotation overlaps
with more than one translation unit, it is assigned to
the first overlapping translation unit (see Figure 1).

@ ﬁEﬂ Sign
Translation

Figure 1: Assignment of signs to translation units.

3.2. Measuring Alignment of Units

Alignment across types of utterance units is ana-
lyzed in two ways.

First, the content equivalence of segments
across tiers is defined as the intersection between
unit types with regard to how many identical seg-
ments of sign annotations they share. That is, if the
sequence of signs ABCDE is segmented as ABC,
DE on one tier and A, BC, DE on the other, the two
tiers share exactly one segment (i.e. DE).

Second, the temporal alignment and number of
segmentations across the types of utterance units
are analyzed with the Staccato algorithm (Lick-
ing et al., 2011) as implemented in ELAN (Version
6.2) [Computer software] (2021). The Staccato
algorithm is an implementation of the Thomann
graph-theoretical method of segment alignment.
This method looks at the so-called degree of orga-
nization of linear segments across tiers, defined as
the correspondence of segments into temporally
overlapping “shared nuclei” (core overlapping seg-
ments).? The metric of agreement (degree of orga-
nization) is based on the amount of overlap as well
as the number of identified segments, compared to
a chance baseline from iterated Monte Carlo Simu-
lations, thus arriving at a metric between —1 (low)
and 1 (high), where 0 is equal to chance levels in
the degree of organization across tiers. Here, the
algorithm is run for each pairwise utterance unit
tier combination (per file and signer) with 1000 it-
erations (granularity = 10; « = .05). Thus, a value
is obtained for every combination of utterance unit
segmentation tiers (n=30).

3.3. Prosody with Computer Vision

Additionally, | extracted articulations through body-
pose estimations of the signing in each of the six

2See also Rasenberg et al. (2022) for an example of
this method used for inter-annotator reliability testing.



corpus files through the computer vision tool Medi-
aPipe (Lugaresi et al., 2019). MediaPipe was used
to estimate the location of various body landmarks
in each of the front-facing videos linked to the ELAN
files — thus 12 videos, as there are two signers with
one main front-facing video file each for each cor-
pus file. MediaPipe has previously been shown to
be successful in analyzing articulatory properties
in sign language videos, such as extracting sign
articulation onsets and locations (Bérstell, 2023)
and comparing phonetic features of different text
types (Kimmelman and Teresé, 2023).

Here, | focus on the distance moved across
frames by 1) the two hands (based on wrist po-
sitions in two dimensions) and 2) the head (based
on nose position in the vertical dimension), re-
spectively. That is, how far in signing space have
the hands and head moved between every se-
quence of two frames in the video? This is done
to identify prosodically prominent points in man-
ual and non-manual articulation — points in time
in the files where the hands and/or head move
more than usual. The metric used for distance
moved is the raw Euclidean distance moved in the
MediaPipe coordinate system, but z-scored within
each file and signer for cross-signer and cross-
file comparison. The measurements for distance
moved by the hands and head were then analyzed
for peaks to find sequences of increased activ-
ity in relative movement. This was done with the
pracma: : findpeaks function, extracting peaks —
defined as frames with a previous increase and fol-
lowing decrease in movement activity (+3 frames)
—in the hand and head movement data. With this
method, 369 peaks were found in the hand move-
ments across files, and 329 peaks were found in
the head movements.

4. Results

As seen in Table 1, the syntactic and translation
units are more closely overlapping in the total num-
ber of units segmented, even though the prosodic
unit segmentation was performed on the basis of
the median pause duration between syntactic units.
When looking at the sign sequences that corre-
spond to each utterance unit (i.e. overlapping sign
annotations in the case of translation units), there
is a similarity in unit contents that corresponds to
the number of units. Table 2 shows the intersection
of sign annotation sequence segmentations across
utterance unit types, illustrating that the syntactic
and translation units have just over 30% overlap in
sign sequences resulting from the segmentations,
whereas the prosodic utterance units only overlap
at around 13-20% with the other utterance unit
types. Thus, in terms of content equivalence of
sign sequences, it seems the syntactic and trans-
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lation segmentations have the highest agreement.

Turning to the general temporal alignment be-
tween utterance units, Figure 2 shows all segmen-
tations temporally aligned across the six corpus
files. There is, unsurprisingly, agreement on when
there is articulation happening in general, but the
segmentation endpoints are not always aligned. Al-
though the prosodic utterance units are the most
numerous, there are examples where they span
much longer stretches of signing than either syn-
tactic or translation units, illustrating sequences
with only very short “pauses” between sign annota-
tions. However, we can also see that the translation
units are the ones most often entirely mismatched
in terms of content, such as including an annotation
where the others do not. This happens, for example,
by translating non-manual content (e.g., translat-
ing visible laughter at the end of file SSL.C02_332)
or failing to add a translation annotation in cases
of short turns (e.g., several missing annotations
in file ss1.c01_104 that constitute short response
tokens). The missing segments on the syntactic
tier are stretches of glosses that are missing from
the dependency annotations, thus lacking a corre-
sponding syntactic unit.

As a second type of alignment measure, | used
the Staccato algorithm (Llcking et al., 2011) im-
plemented in ELAN to evaluate the agreement be-
tween annotation segmentations across utterance
unit types. Figure 3 shows the distribution of scores
achieved by each comparison, where circles rep-
resent each annotation tier comparison and their
relative size corresponds to the number of seg-
ments per tier (smaller size means fewer segments
to match for those tiers). As is visible from Figure 3,
the scores obtained in terms of degree of organi-
zation are all quite poor, mostly falling at or below
chance levels. Opposite to the patterns found for
content equivalence in Table 2, the highest scores
come from the alignment between prosodic and
syntactic units, followed by syntactic and transla-
tion units, and lastly prosodic and translation units.
Generally, tiers with only a single annotation (usu-
ally a single response token or comment by the
addressee at the end of a narrative) receive per-
fect alignment scores, but tiers with many more
annotations display much lower agreement.

Turning to the MediaPipe data, Figure 4 shows
the movement (distance traveled) of hands and
head (solid and dotted lines) within each of the six
corpus files. It also shows the major points of seg-
mentation agreement (vertical lines; n=89), defined
as points in time at which all three utterance unit
types have marked the start or end of an annotation
segment. The movement data is z-scored within
signers to show relative movement and smoothed
with a LOESS function: the solid lines show the
articulation of the hands (distance moved by the



Unit 2 (comparison)

Prosodic Syntactic Translation
~ | Prosodic 41/264; 15.5% | 34/264; 12.9%
‘E [ Syntactic 41/203; 20.2% 65/203; 32.0%
S [Translation | 34/213; 16.0% | 65/213; 30.5%

Table 2: The overlap of sign annotation sequences between utterance unit segmentations.

Alignment of

) and

utterance units
Major gaps and discrepancies marked with red circles

SSLCO1_104
Signer 2 OO O
Signer 1

SSLCO1_391
Signer 2 £
Signer 1

SSLC02_332
Signer 2
Signer 1

SSLCO1_320

SSLCO2_331

SSLCO2_409

D)

Relative time within file

Figure 2: Alignment across utterance units. Red circles mark areas of major discrepancies.

wrist landmarks) and dotted lines show the articu-
lation of the head (vertical distance moved by the
nose landmark). The articulation activity can clearly
show the main contributor in a text, thus show the
major turn-taking events in a conversation (see file
SSLC01_320; NB: Signers with minimal signing in
a file have been filtered out here).

Based on Figure 4, there are no obvious vi-
sual correlations between the major segmentation
points across utterance units and the articulatory
activity of the hands and head. Despite some of the
segmentation points matching up with either peaks,
valleys or changes in overall contour, the picture is
too varied to show any obvious patterns of align-
ment. Out of the identified peaks in the MediaPipe
movement data, only 7 (1.9%) of the hand peaks
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and 9 (2.7%) of the head peaks occurred within 3
frames of a major segmentation points (i.e. start-
or endpoints aligned across all three utterance unit
types). Similarly, only 7 (8.1%) and 8 (9.3%) of
segmentation points occurred within three frames
of a hand or head peak, respectively.

5. Discussion and Conclusion

The goal of this study was to evaluate the equiv-
alence and potential usefulness of various types
of utterance units in the STS Corpus based on
prosodic, syntactic and translation-based segmen-
tations. Seeing as a subset of the STS Corpus is
annotated syntactically, these segmentations could
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Figure 3: Degree of organization between utterance types using the Staccato algorithm. Circles represent
each annotation tier comparison, sizes corresponding to number of annotations per tier. Box plots show
the distribution of scores. Dashed lines show chance level.

form a starting point for analyzing the distribution
of clause-like units in the corpus, potentially inform-
ing automated methods of extracting them. Before
such syntactic segmentations were available, the
translation tier segmentations had been used as
a proxy for a more clause- or sentence-like unit.
Segmenting sign annotations into utterance units
based on pauses between annotations is another
approach, using a type of prosodic (pause duration)
information to identify segmentation points.

In this study, it was found that the three methods
for identifying utterance units arrive at quite different
exact sequences of signs, with at most around 30%
overlap in the sequences of signs identified through
the different segmentation methods. This shows
a low degree of content equivalence between the
methods, suggesting that the translation segmen-
tations used in some previous work as a proxy
for a sentence-like unit (cf. Sjons, 2013; Ostling
et al., 2015) do not correspond very closely to the
clause-like units identified through manual syntac-
tic annotation ((")stling et al., 2017). Nonetheless,
the overlap across sign sequence segmentations
was higher between syntactic and translation units
than any other pairwise comparison. However, the
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agreement of segment alignment using the Stac-
cato algorithm (Licking et al., 2011) pointed to a
higher similarity between prosodic and syntactic ut-
terance units than any other pairwise comparison.
| suspect this to be the result of the start- and end-
points of these units always aligning exactly with
sign annotation start- and endpoints, whereas the
translation segments are made independently of
the sign gloss annotations and rarely align exactly
with them at the ends. Additionally, the transla-
tion tier segmentations had more instances of com-
plete mismatches compared to the other two tiers,
by either adding translations where there were no
manual sign annotations or lacking annotations for
short manual response tokens (see Figure 2). It is
possible that the algorithm is less suitable for this
type of data, for which there is often a continuous
stream of annotations (i.e. many throughout the
file) rather than fewer annotations more sparsely
spread out in time. If so, it may not be ideal for
evaluating segmentations if the goal of a segmen-
tation is to find the contents of what falls within its
span, rather than finding its exact endpoints. An-
other issue is that the number of segments matters
for the Staccato algorithm, and the granularity of



Relative movement of hands and head
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Figure 4: Relative distance moved by hands and head. Solid lines show hand articulation and dotted lines
show head articulation (both smoothed with a LOESS function). Vertical lines correspond to utterance
unit segmentation points (start or end) matched across all three utterance unit types.

the different methods is quite different as they are
based on different motivations: what matters syn-
tactically, what is a convenient content chunk, or
what is defined as “pauses”.

The second part of this study looked at prosodic
correlates between the identified utterance units
and articulatory data extracted from the corpus
videos using MediaPipe (Lugaresi et al., 2019).
Whereas the extracted data can clearly show pat-
terns such as major turn-taking events between
signers in conversation, it was not possible to iden-
tify any obvious correlations between shared seg-
mentation points (start or end) across utterance
unit types and articulatory patterns in the move-
ment of hands and head. However, seeing as this
dataset is only a small subset of the STS Corpus,
the lack of found patterns/correlates may simply
be due to the lack of sufficient data. A type of hy-
brid approach was proposed by Chizhikova and
Kimmelman (2022), who in their analysis of head-
shakes and negation used computer vision-based
methods together with manual inspection. As the
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STS Corpus continues to grow in terms of features
annotated for, there will be better opportunities to
measure correlations between manually annotated
prosodic features and those extracted automati-
cally, as well as using aggregated data from multi-
ple layers of linguistic information — e.g., prosodic,
semantic and interactional (cf. Bono et al., 2020) —
to arrive at meaningful utterance units.

In summary, this study has shown that the cur-
rently available utterance units (whether annotated
or inferred) in the STS Corpus do not align to any
greater extent. This means that researchers using
these units — possibly as a proxy of “sentences” —
need to take great care in choosing motivated unit
types and be aware of their limitations. The future
goal for the STS Corpus should be to segment the
sign annotations into some meaningful larger unit,
whether conversational turns or utterances or syn-
tactic sentences or clauses. This would increase
the potential of the corpus as a language resource
substantially, as it would allow for analyses of lan-
guage structure beyond the individual signs.
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