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Abstract

Sign language synthesis systems must contend with an enormous variety of possible target languages across the
world, and in many locations, such as Europe, the number of sign languages that can be found in a relatively limited
geographical area can be surprising. For such a synthesis system to be widely useful, it must not be limited to
only one target language. This presents challenges both for the linguistic models and the animation systems that
drive these displays. This paper presents a case study for animating discourse in three target languages, French,
Greek and German, generated directly from the same base linguistic description. The case study exploits non-lexical
constructs in sign, which are more common among sign languages, while providing a first step for synthesizing those
aspects that are different. Further, it suggests a possible path forward to exploring whether linguistic structures in
one sign language can be exploited in other sign languages, which might be particularly helpful in under-resourced
languages.
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1. Introduction

Signing avatars have held an, as of yet, unreal-
ized promise both as an assistive technology for
bridging Deaf-hearing communication and as an
educational tool for Deaf and hearing sign language
learners. Even while advances in both computer an-
imation and machine learning are bringing us closer
to realizing some of these long-held goals avatars
are often eyed with suspicion by the Deaf commu-
nity. This is due to their failure to legibly portray
both the full linguistic structure of signing and the
subtleties of human motions (Kipp et al., 2011). An-
other contributing factor are overly confident claims
often made by companies and researchers con-
cerning the capabilities of their avatars (Wolfe et al.,
2022) (Deutscher Gehörlosen-Bund et. al., 2024).

One significant challenge for wide-scale applica-
bility of signing avatars is the great diversity of sign
languages across the world. Ironically, it is a com-
mon misconception among the hearing population
that sign languages must be “universal”, partially
because of the perceived prevalence of iconicity in
signing (Hohenberger, 2007). People in the U.S.,
for example are often surprised to hear that, not
only is British Sign Language (BSL) a completely
separate sign language from American Sign Lan-
guage (ASL), but that ASL shares more in common
with French Sign Language (LSF) from which it was
derived (Fischer, 2015).

More surprising yet is when they hear that
Switzerland has three recognized sign languages,
Swiss German (DSGS), Swiss French (LSF-SR),
and Swiss Italian (LIS-SI), used in different regions
and are different both from each other and from

the sign languages of Germany (DGS), France
(LSF) and Italy (LIS) (Eberhard et al., 2022). A
similar situation can be found across South Amer-
ica where Venezuelan, Honduran and Argentine
sign languages are all distinct despite the fact that
Spanish is the common spoken language across
the region (Akorbi, 2023).

An avatar that signs in only one language will be
limited to serving the population of a single region,
and several projects have worked towards creating
a signing avatar that can communicate in several
languages (Efthimiou et al., 2010). However, each
of these have been limited in the linguistic features
that they can encompass and the naturalness of
human motion that they can achieve, both of which
decrease the legibility of the resulting synthesized
sign. More recently, the EASIER project has taken
up this challenge and the present case study has
arisen from this work (EASIER-Project, 2024).

Throughout this discussion it will be important
to remember that a signing avatar is not the same
as a spoken-to-sign translation system. The same
is true for a linguistic description system. While
it is true that considerations of Deaf-hearing com-
munication cause researchers to focus more often
on translations of spoken and written language to
sign, most signing happens among native signers
in the Deaf community and has no relationship to
spoken or written language, nor is there a broadly
accepted written form for sign language. It is im-
perative then to see both the linguistic description
and the signing avatar for what they actually are,
respectively, a description of the signed discourse,
and a display system to communicate that sign-
ing visually. Whether the signed discourse arises
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from a spoken/written translation or from naturally
occurring sign is irrelevant.

This paper will present promising first steps to-
wards animating sign in multiple languages directly
from a rich structured description of the desired
signing. The descriptions are not tied to transla-
tions from spoken languages and can also encom-
pass natural signing that arises between native
signers. The hierarchical structure afforded by the
linguistic descriptions provides important cues to
the animation system that informs nonmanual and
prosodic signals which include the relative timing
of both manual and non-manual motions (Sandler,
2010). These significantly improve the legibility of
the resulting synthesized sign. Furthermore, this
effort focuses on forms signing that have tradition-
ally been a challenge for sign synthesis systems,
namely classifier constructions and geometric de-
pictions. In fact, it is the very geometric nature
of these constructs that makes them more under-
standable among different sign languages and pro-
vides a foundation upon which a multilingual system
may be achieved.

Finally, these first steps will point to important
ways that linguistic descriptions of sign and avatar
animations can interact, allowing each side to learn
from the other. Indeed a synthesis system built on
hierarchical descriptions of sign and legible anima-
tion may provide a powerful tool for studying and
testing linguistic theory.

2. Lessons from prior multilingual
efforts

A brief review of past efforts towards the multilin-
gual display of sign language can highlight many of
the challenges faced in such an endeavor, and can
also point to strengths in each approach that can
be leveraged in the new approach explored here.
In the past, the main efforts for sign language rep-
resentation and display can be divided into three
main categories:

1. Phonetic systems such as HamNoSys attempt
to encode the motions of signing via the fun-
damental parameters of human posture and
motion, such as handshape, palm orienta-
tion, movement (Hanke, 2004). For example,
large libraries of HamNoSys/SigML annota-
tions were used in the Dictasign project to allow
signing in several European sign languages
(Dictasign, 2012). Dictionary signs and other
gestural units were described to the avatar pho-
netically in terms of their parametric linguistic
labels to enable easy annotation. The sup-
porting avatar was quite flexible in the range
of vocabulary it could express, due to the ex-
istence of large corpora of annotated signs

in a few languages. However it was limited
in the quality of animation output due to the
coarseness of the linguistic description, and
the lack of prosodic cues included in the an-
imation (Caridakis et al., 2011) (Kipp et al.,
2011). Structure beyond the phonetic is nec-
essary for portraying the prosodic structure
of the language, which is essential for legibil-
ity. Nevertheless, phonetic linguistic notations
can provide large repositories of data for an
animation system.

2. Gloss-based systems rely on a series of
glosses, i.e. written words that provide the
closest approximation to the meaning of a sign,
which dictate the content of the desired sign-
ing. A dictionary-based lookup of these con-
cepts from the target sign language is then
used. This lookup can be in the form of pre-
animated (Wolfe et al., 2011) or prerecorded
sequences (Gibet and Marteau, 2023). While
very flexible, these efforts suffer from small
vocabulary sizes, due to the cost of either ani-
mating sign or recording humans with motion
capture. In addition, while the signing of indi-
vidual dictionary entries can be of very high
quality in either approach, the process of stitch-
ing sequences of these recordings can be stale
and awkward if the system has no knowledge
about the larger grammatical structures that
link them together. This includes both non-
manual and timing considerations. Because
of this, some more recent gloss based sys-
tems have explored adding prosodic and non-
manual instructions to gloss streams (Adamo-
Villani and Wilbur, 2015) (Hanke et al., 2023);
developments which have greatly enhanced
the quality of the resulting animation. One of
the great lessons from this approach is that
the more structure that the representation pro-
vides, particularly for prosodic and nonmanual
communication, the more legible the synthe-
sized sign will be. In addition, using a library
of phonetic description such as HamNoSys to
describe each gloss to the avatar could help
alleviate the problem of small dictionaries, but
at present efforts to animate directly from such
sparse linguistic data remains problematic due
to the robotic nature of the resulting motion.

3. Deep-learning systems which exploit large li-
braries of annotated video and/or motion cap-
ture recordings of sign, and attempt to pro-
duce video or skeletal motion directly from the
desired spoken text (Saunders et al., 2021).
These efforts have explored multilingual dis-
play in British Sign Language (BSL), the Sign
Language of the Netherlands (NGT) and DGS.
The major current challenge for these tech-
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niques is the size of available corpora. Among
the largest annotated corpus between signed
and spoken languages is the DGS Corpus
(Hanke et al., 2020), which contains in excess
of 63,000 pairs. This may seem large, but
pales in comparison to the roughly 15 billion
pairs that are exploited for modern translation
systems between spoken languages. These
efforts also suffer from a major issue when
it comes to linguistic study. Since the neural
networks that drive these systems are largely
black-boxes that produce an animation with
little indication of how the system is producing
the result, it can be difficult to derive meaning-
ful linguistic data on the structure of the result-
ing signed discourse. Nevertheless, there is
no denying the power of deep learning tech-
niques, and as both the corpora and the tech-
niques that exploit them advance, they will no
doubt provide increasingly important for inform-
ing animation tasks (Choudhury, 2022).

This last issue of corpus size can be particularly
problematic for so-called under-resourced sign lan-
guages. Compared to spoken languages, most
NLP and Deep Learning efforts would consider all
sign languages under resourced (Börstell, 2023),
however, even among sign languages there is a
great disparity between the resources amassed
for languages like ASL, DGS, and BSL, and those
that have been gathered for languages with smaller
communities such as Greek Sign Language (GSL),
for which corpus sizes and native populations are
significantly smaller. Any effort that aims to deal
with multilingual display must have a method for
handling such disparities.

3. Challenges and opportunities

The misconception that sign language should be
universal does arise out of two interesting aspects
of both sign languages and their native users. First,
there is evidence that signers, as opposed to users
of spoken language, are often more adept at inter-
lingual communication. One factor may be due to
the continual practice signers get when attempting
to communicate with both hearing people and Deaf
people from other cultures (Sacks, 2022).

Another important factor is the very nature of the
languages that they are fluent in. There tend to
be more aspects of signing that are found to be
shared between sign languages than is the case
for spoken languages. One of these is the form in
which an utterance can mimic the shape, motion or
sound that is being conveyed (Perlman et al., 2018).
1. The visual structure of sign includes geometric

1In spoken language onomatopoeia is an example
of iconicity, and some sources (Perlman et al., 2018)

constructs such as classifier predicates, size and
shape specifiers and and depicting signs that use
the body in geometric ways (Zwitserlood, 2012).

In fact, it is partly due to the prevalence of cer-
tain types of geometric constructs, which are similar
across sign languages, that has led to the greater
success of International Sign compared to similar
efforts in spoken language (Mesch, 2010). In par-
ticular, International Sign often uses classifiers and
depictions as a more interlingually understandable
way to communicate objects and actions than fixed
signs (McKee and Napier, 2002). The present ef-
fort will seek to exploit these aspects in an effort to
build a first step towards a multilingual display.

3.1. Classifiers and depictions

Geometric constructions, including size and shape
specifiers and classifier predicates that depict the
placement and movements of objects are observed
in most sign languages, and, while the specific
handshapes differ significantly between sign lan-
guages, the motions of the body that depict the
placement and movement are largely similar (Pfau
et al., 2012). For example, when placing a small
round object like a plate, many languages use the
hands to mimic the shape of the object, and then
use a downward motion to place that object figu-
ratively in space relative to other objects that may
be depicted. Unless the object is hanging on a
wall or on the ceiling, this motion will naturally be
downward. More generally, the placement of the
object will be expressed naturally by a movement
toward the surface that the object is resting on.

Extensive examples of geometric constructs like
these may be found in the Mocap1 corpus in LSF
from the LISN (formerly LIMSI) laboratory (LIMSI
et al., 2022) (Benchiheub et al., 2016). In this cor-
pus, Deaf participants were provided with pictorial
stimuli that they were then free to describe in any
way they wish. For example, one stimulus was the
picture of the neatly-decorated dining room shown
in figure 1. Descriptions of the room varied signifi-
cantly between participants with some describing
the room very sparsely and others in great detail.

One key characteristic of classifier constructions
in sign language is that they are among the least
“lexical” parts of signing that occur in native dis-
course in the sense that signers will often use very
few dictionary signs when describing either the ac-
tion or structure of a scene. In a 30-second sec-
tion of one Mocap1 participant’s description, the
signer described the table setting in great detail.
The entire sequence, however involves only seven
dictionary signs, which in English would be glossed
RUG, TABLE, CHAIR, PLATE, GLASS, KNIFE and

(Handspeak, 2) have applied versions of the term ono-
matopoeia to signing as well in place of iconicity
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Figure 1: Mocap1 stimulus for the description of a
dining room

FORK. The rest of the signing is dedicated to the
geometric placement of the rug on the floor, the
table on top of the rug, two pairs of chairs facing
each other at the table, four plates arranged sym-
metrically on top of the table with the four glasses
and the four pairs of knives and forks arranged
around the plates. Figure 2 contains examples of
the signer placing a plate, two glasses and a knife
and fork pair.

It is precisely due to the fact that classifier predi-
cates show a geometric placement or movement
of an object that, once the object’s type is estab-
lished, the action mimics the natural ways in which
the object settles onto a surface or moves in space.
This makes it far more likely that these motions will
be similar among sign languages. Note, however,
that it is not claimed here that they are precisely the
same in all sign languages, but that their similarity
gives a starting point to work from for multilingual
display. The system described below will have the
flexibility to accommodate such differences. For
example, the classifier for a moving vehicle like a
car is signified in ASL by an “Three” handshape
oriented on its side with the ulnar side of the palm
against the surface, whereas in LSF, it is indicated
by a flat hand with the palm flat on the surface. In
both instances, the extended fingers indicate the
direction that the car is facing, though this may not
always be the case for other language pairs2.

3.2. Sign language description

Every synthesis system must have, at its core,
some method of describing the desired signing,
and we must consider the lessons from prior ef-
forts discussed in section 2, when choosing the
description system. Of primary consideration for
our case study here is the legibility of the result-
ing synthesis, and as has been seen in prior work,
non-manual signals that give purposeful motion to

2There is also usually a difference between the clas-
sifier for a chair in LSF and ASL, but the signer in this
LSF example actually uses a handshape very close to
the ASL version, which is usually used in LSF for a small
animal

the spine, head and face are key to the quality of
the resulting signing. Further, the description sys-
tem must be capable of informing varied timing and
pacing for movements that are key to breaking up
the robotic monotony that have plagued past efforts
to synthesize sign from phonetic descriptions. In
this respect, the AZee description system (Filhol
et al., 2014) has proven to be a powerful tool for de-
scribing, not only the basic gestural units of signing,
but also the connecting structure that provides nec-
essary nonmanual and timing information (Filhol
et al., 2017).

Another key aspect of AZee from a synthesis
perspective is that it has proven extremely capable
in its ability to describe classifier constructions and
depictions for avatar synthesis, where this table
description was animated directly from the AZee
description in LSF (McDonald and Filhol, 2021).
The only elements that were supplied by an artist
were the seven animations of the citation forms
of RUG, TABLE, etc, and single example poses
for each of the classifiers. We will not review the
AZee description in its entirety, but will recall the
main AZee rules that are used in the description,
and select examples of how those rules are used.
The names and parameters of the rules have been
updated in accordance with the latest published
AZee notation (Filhol et al., 2024).

• in-context(context, process), formerly context,
this rule provides the main glue that knits sec-
tions of signing together. It causes a hold to
happen at the end of the context along with a
blink. It indicates that the signing described by
process is to be understood in the context of
the signing context that comes before it. For
example,

in-context(table placed on rug, items on table)
(1)

indicates that the table placed in the scene is
where the list of items is placed. This is often
one of the top-level rules that builds the hierar-
chy of signed discourse, and both context and
process are often large descriptions of signing
themselves.

• instance-of (type, element), formerly category,
this rule indicates that the signing described
by element is to be understood as an instance
of type, which comes before it. The signing
in type is accompanied by a subtle raising of
the eyebrows, a tilting of the head and a short
transition between the two with no hold on the
type. For example,

instance-of(glass, placements of cylinders)
(2)

indicates that the cylindrical objects being
placed on the table are glasses.
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(a) Place Plate (b) Place Two Glasses (c) Place Knife & Fork

Figure 2: Placements in the Table Description

• place-object(loc, class), is a rule that indicates
the placement of an object in signing space.
Here class is a classifier that indicates what
kind of object is being placed at loc, which does
not have to be one hand. The signer forms the
classifier and with a downward settling motion
with normal speed, places it at the loc. An
example of this is

place-object(Midssp,prf-cylindrical-small)
(3)

in which the signer’s hand assumes C-
handshape oriented vertically, figuratively
around the cylinder, held just above the point,
which here is “middle of signing space”, and
then settles the hand down to that point.

• each-of (items), here items is a list of things to
be signed with emphasis on each individual
element of the list. Each element is signed
at a normal speed, the last posture of each
element is held and a medium transition time
is used between the items. An example of this
is

each-of(two pairs of glasses) (4)
The signer places a pair of glasses simultane-
ously, one with each hand, then pauses before
placing another pair.

• all-of (items), again items is a list of things to
be signed, but in contrast with each-of, focus
is placed on the group of elements from the
list. Each element is signed at a faster than
normal and the motion bounces at the end of
each element instead of holding. An example
of this is

all-of(four flat round plates) (5)

In this case, the signer uses both hands to
show the round shape of the plate and a down-
ward motion to place it, but instead of pausing,
then proceeds to rapdily move with a bounc-
ing motion to place the remaining three. The
effect is seen as a group of plates as noted in
(McDonald and Filhol, 2021).

One important aspect of AZee is that it does not
presume a definition of “lexical” or “fixed” signs,
even though classical linguistic models of signing
would clearly indicate them in this discourse. For
example, consider the signing GLASS before the
classifier placements. In LSF, GLASS corresponds
to an AZee rule defining that a C-handshape on
the dominant hand is tapped twice vertically on the
flat palm of the non-dominant hand. Since this is
linked with an instance-of rule, the sign GLASS
is performed while raising the eyebrows and chin,
followed by the classifier placements, which situate
the glasses in space. This same kind of pairing
occurs in other sign languages as well. For exam-
ple, in videos explaining ASL classifiers (ASL-That,
2012) (Handspeak, 1), the demonstrators display
remarkably similar eyebrow and/or head motions
after each lexical sign and before each classifier
placement in mid signing space.

In this scene and in others that have been ani-
mated with the signing avatar Paula (Wolfe et al.,
2011), the lowest common denominator among
rules in AZee that seem to correspond to what lin-
guistics would normally call a “lexical” sign is that it
can be applied in the AZee description without any
parameters at all, i.e. it can be signed generically.
This cannot be said of any of the other rules listed
above, all of which require parameters to be spec-
ified. For example, place-object must have both
the classifier and location specified. There is no
reasonable choice for a “default” object or “location”
from AZee’s perspective. This is different from the
signs for RUG, TABLE, PLATE, etc., which can all
be signed in a generic citation form. We will use
the term “lexical” for AZee in this sense throughout
this paper.

4. Exploiting common structures

The goal of synthesizing the same discourse in
several languages can, of course, be seen as a
translation task between sign languages, as in the
present case study since the AZee description for
the signing in question came from LSF. Our goal
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is then to take the description of signing in LSF
that describes a setting of a table, and produce
an equivalent understandable discourse in other
languages. For this case study, we chose to work
with DGS and GSL as the other target languages.
The key is to look for structures in signing that they
would seem to have in common.

Discussions with native signers, analysis of ex-
amples from corpora in both DGS and GSL, and the
theoretical reasoning above concerning the strong
similarities of placements and movements, reveal
that classifier placements are likely to be done in a
very similar manner across these sign languages.
For the relative placement of object in a scene,
while the specific classifier handshapes may differ
in form, all three of these languages place objects
using a downward settling motion. Since a large
majority of the signing in discourse such as this
description fall into this category, the current dis-
course is a good candidate for this case study, and
we will begin with the following hypothesis:
Hypothesis 1 AZee rules such as place-object
and move-object have a similar form in each of
these target languages.
This hypothesis does, as we have noted, seem
to have support in current linguistic theory. Note,
however, that the geometrical presentation of its
parameter class will generally not be the same, but
we will assume that we can find a classifier for each
object in question.

On the other end of the scale, lexical signs are of-
ten very different across sign languages, as can be
seen with a casual inspection of sign dictionaries in
any two sign languages. Even languages like LSF
and ASL, which do share a common history and do
have some cognates, are generally so different in
their lexicons as to render many signs inscrutable
to signers of the other language. From this, we
can conclude that some mechanism will need to be
used to animate the concept that corresponds to
a lexical item in each sign language. Note that we
will not assume here that it is possible in all cases
to translate lexical signs in one language to single
lexical signs in another, but the system will have to
be flexible enough to handle this transfer.

Somewhere in the middle, we have all the pro-
cesses that link these signs together, which we
will call here connecting rules. In LSF, we have
instance-of, which links each object’s lexical sign to
its corresponding placements, while whole sections
of the discourse, such as the placement of the table
as being the area where the rest of the setting is
placed, is accomplished via in-context rules. Note
that these were not arbitrarily chosen but rather the
visual cues for these rules, such as eyebrow raises,
head-tilts, pauses and blinks, were observed in the
signer’s movement. Here, there is a huge question
concerning whether these kinds of linkages will be

present in other languages.
As mentioned, something similar to the instance-

of rule has been observed in ASL, and there
are instances in other languages. For exam-
ple, consider this example from the DGS Corpus,
http://tinyurl.com/5chseh3u, where signer is sign-
ing “Das ganze Land, Deutschland”, which begins
with a shape specifier and the sign for LAND, ac-
companied by a similar raising of the head and
eyebrows. The eyebrows are then lowered for the
signing of DEUTSCH. This is similar to the motion
described by instance-of in LSF. At least in this and
several other instances, contextualization seems
to be communicated in a similar way to LSF. Thus
we will formulate a second hypothesis upon which
this case study is based.
Hypothesis 2 The connecting rules instance-of,
in-context, each-of, all-of have a similar form in
each of the target languages.
Again, we are not claiming here that this AZee rule
applies in general in DGS, but that it is perhaps
reasonable to try synthesizing DGS discourse with
this same AZee rules. Certainly, more study will be
needed to confirm or disprove this. The trouble is
that it has taken nearly ten years of corpus study
to arrive at the current list of AZee rules for LSF.
So, the question arises of whether there could be
any transfer of learning that can shorten the time
required to formulate AZee rules in other languages.
This brings up an interesting possibility, which we
formalize as a hypothesis that should be tested in
the future.
Hypothesis 3 If it is possible to synthesize suffi-
ciently high quality animation using these descrip-
tions, then the resulting videos could be tested with
the Deaf community for their legibility and fidelity
of the message. Furthermore, since the avatar sys-
tem is generative and able to include or exclude
features as necessary, individual linguistic features
could be tested.
When evaluating this hypothesis, it is important to
note that such testing would be very difficult with
motion capture or video of live signers because it
is impossible for a human to reproduce a produc-
tion precisely while including, omitting or changing
only one linguistic parameter. Note also that the
application of this last hypothesis is one way to test
hypotheses 1 and 2

5. Avatar support

The goal of this case study is to accomplish the
display of this table-description discourse in multi-
ple languages, based on the same description in
AZee. Following the discussion of the last section
concerning AZee representations, and in particu-
lar Hypothesis 2, the current case study will use

https://www.sign-lang.uni-hamburg.de/meinedgs/html/1431896_de.html#t00120420
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the connecting AZee rules instance-of, in-context,
each-of, all-of and place-object as provided in the
current AZee specification. Further study will show
if changes to these rules will in general be neces-
sary for a particular target language, or whether
they need to be replaced by other connecting rules
in a particular target.

Avatar synthesis of the signing will be accom-
plished using the previously published AZee-Paula
bridge (McDonald and Filhol, 2021). This prior work
also details how this table scene was synthesized
in LSF. To extend this bridge to support animation
in the target languages, there are two main classes
of rules that need to be transformed into the target
languages, GSL and DGS:

1. The seven lexical items, rug, table, chair, plate,
glass, knife, fork which in this scene are signed
essentially in their citation form.

2. Classifier specifications for class-generic-
object3, class-flat-round-large, class-
cylindrical-small, class-straight-elongated and
class-large-rectangle.

For the lexical items, recall that the Azee-Paula
bridge contains a system of shortcuts which map
such rules to pre-animated sequences on Paula
which can then be blended with the motions defined
by the connecting rules. In the target languages
chosen, fixed signs exist to encompass these con-
cepts and so the transformation is as simple as
mapping these rules to the corresponding glosses
in the target language. It is important to note that
this may not always be the case, and a more com-
plicated transfer may be necessary. This does not
occur for the chosen target languages in this table
description, and extensions to this mechanism will
be explored in the future.

For the classifiers, recall that the bridge uses a
system of artist exemplars that set up the configura-
tion of the hand and arm which provides an example
posture to build the classifier placement or motion
from. The system then uses inverse kinematics
to accomplish the placement or movement while
using the data from the artist template to inform
choices for redundant degrees of freedom (McDon-
ald and Filhol, 2021). Again, all that is necessary
is that Paula’s database in the target language pro-
vides an artist shortcut for each of the classifiers
used in the discourse. These may be very different
from the ones provided for LSF, and may eventually
involve changes to the AZee rules themselves in
the target language. However, this does not occur
in this case study’s table scene description.

3The signer in LSF used a non-standard classifier for
chair which is usually used instead for generic objects,
but which is incidentally very close to the classifier used
in ASL, DGS and GSL for a chair or a sitting person

6. Results

The main database for a language in the Paula
system contains all of the information that the avatar
needs to animate sign directly from the linguistic
description, including pre-animated citation forms
of lexical signs and classifier definitions. The main
task on the avatar side of this case study was two-
fold

• Animate each of the seven lexical items in DGS
and GSL in their corresponding databases.

• Set the AZee shortcuts for the rules corre-
sponding to these lexical items to link to these
new animations in each database.

Both of these steps were completed for all three
languages so that the correct animation in each
language was automatically triggered as a shortcut
to the corresponding AZee rule. Figures 3 and 4
contain still frames from two of the seven lexical
items in the three languages.

The other main difference that can certainly exist
between sign languages is the form of classifiers,
and thus it is in general necessary to create artist
exemplars of each classifier. As part of this ini-
tial study, we showed the set of classifier forms
to a small group of sign language experts from
both the University of Hamburg and the Athena Re-
search Center in Athens. Both groups indicated
that the classifiers that were used in the LSF dis-
course were acceptable for their respective sign
languages. Thus the original classifier exemplars
built for LSF were transferred to the GSL and DGS
databases to perform the synthesis. With these
changes, the Paula system could synthesize the
table scene description directly and automatically
from the original AZee description. The results are
displayed in the accompanying video which can be
accessed at http://tinyurl.com/2ch2bwwm.

7. Conclusion and future work

This paper presents a first step towards a multilin-
gual display system in the form of a case study,
and as such is limited in scope, but nevertheless
points the way towards further development. As
noted above, there are several avenues that must
be investigated:

1. For this line of research to proceed, the result-
ing synthesized sign must be tested with the
Deaf community. Testing with fluent signers
is essential for both formative and evaluative
feedback on the system, and will be a key ele-
ment of testing the three hypotheses outlined
in section 4.

http://asl.cs.depaul.edu/video/McDonaldEfthimiouFotineaWolfe2024.mp4
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(a) LSF, tapis (b) DGS, teppich (c) GSL, χαλι

Figure 3: Images from the animations for RUG in the three languages

(a) LSF, chaise (b) DGS, stuhl (c) GSL, καθισμα

Figure 4: Images from the animations for CHAIR in the three languages

2. One of the main roadblocks is vocabulary ac-
quisition in each of the target languages, how-
ever, if signing of sufficiently high quality could
be derived from HamNoSys or another pho-
netic description, existing corpora could ad-
dress this lack.

3. Classifiers may differ significantly, not only in
handshape, but also in the orientation of the
hand during placement and movement. An
example of this is the classifiers for vehicles
in ASL and LSF. Paula can handle part of this
difference with the artist exemplar, but changes
to the AZee rule for the classifier will also be
necessary.

4. The forms of the linking rules described here
may differ in other languages, and completely
different linking rules may be discovered that
don’t translate between languages.

Pursuing each of these, with repeated user test-
ing with the Deaf community will point the way to
extending this effort to more general multilingual
display of sign language.
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