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Abstract

Entity linking aims to identify mentions from
the text and link them to a knowledge base.
Further, Multi-lingual Entity Linking (MEL) is
a more challenging task, where the language-
specific mentions need to be linked to a multi-
lingual knowledge base. To tackle the MEL
task, we propose a novel model that employs
the merit of adversarial learning and few-
shot learning to generalize the learning ability

across languages. Specifically, we first ran-
domly select a fraction of language-agnostic
unlabeled data as the language signal to con-
struct the language discriminator. Based on
it, we devise a simple and effective adversar-

ial learning framework with two characteristic
branches, including an entity classifier and a
language discriminator with adversarial train-
ing. Experimental results on two benchmark
datasets indicate the excellent performance in
few-shot learning and the effectiveness of the
proposed adversarial learning framework.

1 Introduction

Entity linking (EL), a process of disambiguating en-
tity mentions with a target knowledge base (KB), is
one of the tasks in information retrieval (Joko et al.,
2021) and real applications involving information
extraction (Phan and Sun, 2018) and question an-
swering (Li et al., 2020), etc. Many state-of-the-art
studies generally pay attention to English KB and
do not put enough energy into the low-resource and
challenging languages, such as Persian. In addi-
tion, the vast majority of low-resource languages
are only provided with a limited annotated text,
even without labeled data. Therefore, the cross-
lingual entity linking (XEL) task was proposed for
several pairs of source text and KB languages (Mc-
Namee et al., 2011; Tsai and Roth, 2016; Sil et al.,
2018; Upadhyay et al., 2018a), where mentions ex-
pressed in a language are linked to a KB delivered
in another.
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Figure 1: Multi-lingual entity linking task: training and
test example of the source text in English and target text
in French.

However, XEL restricted the scope of EL to
some extent since this popular method generally
relies on the hypothesis of one single pivotal KB
language as well as one limited KB. Subsequently,
Multi-lingual entity linking (MEL) has gained at-
tention as the generalization of XEL and some
datasets (Joko et al., 2021; Botha et al., 2020b;
Ji et al., 2015) have been collected for it. Com-
pared to TAC-KBP 2014, TAC-KBP 2015 (Ji et al.,
2015) was broadened from monolingual to tri-
lingual coverage in three languages. Recently,
Mewsli-9 (Botha et al., 2020b) was introduced as
a large dataset featuring all entities to numerous
cross-lingual systems with almost 300,000 men-
tions through 9 kinds of languages.

Given a text and entity mentions, there are two
primary steps for multi-lingual entity linking: (1)
Candidate Generation, possible entities are engen-
dered for the mention, and (2) Entity Ranking, a
score between the representation of mention and a
candidate entity is computed. In this work, we con-
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sider the multi-lingual entity linking task illustrated
in Figure 1 that mainly takes Entity Ranking into
consideration, and adopts a language-adversarial
training approach to improve the performance.

First, a multi-lingual pre-trained transformer
model XILM-Roberta (XLM-R) (Conneau et al.,
2020) which builds robust representations of text
in a wide range of languages, is utilized to build
a single representation of mention including sur-
rounding context and name of mention, and entity
with description. The abundant source languages
are leveraged to compute the similarity between
mention and entity.

Second, we design a dedicated and simple ad-
versarial learning approach to construct a language
discriminator, which cleverly selects a small part
from the test data (excluded during testing) and ef-
fectively generalizes to unseen languages for better
robustness. In addition, previous studies (Arjovsky
et al., 2017) contended that an adversarial training
network could be regarded as a way that minimizes
the Jensen-Shannon (JS) divergence between two
distributions, in our case the feature distributions
of the source language and target language. For
the discontinuities of JS divergence, Wasserstein
distance was proposed to enhance the stability of
hyperparameter selection. Furthermore, a gradient
penalty is introduced in our adversarial training
approach to optimize the discriminator loss that
hopes to enlarge the difference between source and
target language as much as possible.

The main contributions of our work are summa-
rized as follows:

* A novel adversarial learning framework for
the multi-lingual entity linking task in few-
shot learning is proposed with the purpose
of English bias reduction and generalization
improvement.

* We introduce a simple but effective adversarial
training approach that randomly selects a cer-
tain proportion of test data, and optimizes the
feature distributions between source and tar-
get languages by minimizing the Wasserstein
distance with an additional gradient penalty.

State-of-the-art results of the experiment on
few-shot learning reveal the robustness of our
model in the multi-lingual entity linking task.
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2 Related Work
2.1 Entity Linking

A series of previous works paid attention to en-
tity linking which develops a model to link textual
mentions to entities in KB. (De Cao et al., 2020)
proposed a system that retrieves entities by gen-
erating their unique names in an autoregressive
manner, processing each token sequentially from
left to right while conditioning on the given context.
(Liu et al., 2022) introduced a scalable and effec-
tive BERT-based entity linking model that balances
accuracy and speed. Their two-stage zero-shot link-
ing algorithm defines each entity with only a short
textual description, and they provide an extensive
evaluation of the model’s performance. (Botha
et al., 2020a) developed a dual encoder model that
significantly enhances feature representation, incor-
porates negative mining, and includes an auxiliary
entity-pairing task. This approach resulted in a
single-entity retrieval model capable of handling
over 100 languages and 20 million entities.

2.2 Multi-lingual Entity Linking

Building on this foundation, researchers gradually
shifted their focus to Cross-Language Entity Link-
ing (XEL). (Upadhyay et al., 2018b) devised the
first XEL approach that integrates supervision from
multiple languages. This method enhances the lim-
ited supervision in the target language with addi-
tional supervision from a high-resource language,
allowing for the training of a single entity link-
ing model across multiple languages. (Zhou et al.,
2019a) examined the impact of resource availability
on the quality of existing XEL systems and quanti-
fied this effect. They proposed three improvements
to entity candidate generation and disambiguation,
which optimize the use of limited data in resource-
scarce scenarios. (De Cao et al., 2022) designed a
sequence-to-sequence approach for multilingual en-
tity linking that enhances the interaction between
mention strings and entity names. This method
cross-encodes mentions and entity names, captur-
ing more complex interactions than the traditional
dot product between mention and entity vectors.

3 Methodology

3.1 Task Definition and Overview

Multi-lingual entity linking is a task that links an
entity mention in some context languages to the
corresponding entity in a language-agnostic KB.
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Figure 2: Proposed adversarial learning framework. Blue lines show the flow of source texts and the yellow ones are
of target texts. The parameters of R and C' are updated and shown as solid lines. The parameters of F' are updated

and demonstrated as dotted lines.

On this foundation, we employ a few-shot multi-
lingual entity linking task aiming at reducing En-
glish bias in EL and improving the generalization
for unseen entity set in KBs.

As illustrated in Figure 2, there are three primary
components: Representation Extractor R that at-
tains feature representations, Entity Classifier C
that aims to compute similarity scores of entity-
mention pairs, and Language Discriminator F' that
identifies whether the input text is from source or
target language. Going forward, we assume that
if the well-trained language discriminator F' can’t
distinguish the language of the given representa-
tion extracted by pre-trained transformer model,
these representations can be regarded as language-
invariant. That’s the motivation we introduce ad-
versarial F' to achieve better performance of repre-
sentation extraction and effectiveness of language
invariance.

A representation extractor is designed for the la-
beled source text T, and unlabeled target text 7}
given as input data. We then conduct a two-step
training procedure in each training iteration. First,
a small amount of unlabeled source (blue lines) and
unlabeled target data (yellow lines) treated by rep-
resentation extractor R, pass through a language
discriminator F' for adversarial training. And the
labeled source data are put into C' to calculate the
similarity of mention and entity.
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3.2 Representations Extractor

To extract the representation of mention and entity
respectively, XLM-Roberta (XLM-R) (Conneau
et al., 2020), a transformer representation model
that is well-performed in the multi-lingual task is
applied as the encoder to represent text into hid-
den representations. Mention-entity pair in source
language is defined as (msyc, €src) € Tspe, While
Mgt € Tige in target language. my,. and myy, are
the combination of local context (the mention span
M; separated by [A] and [/A] markers , left of the
mention L;, right of the mention R; ). The source
entity eg,. is simply the entity description.

Mention in source text mg, 1s fed into XLM-R,
and we use max pooling to create a single represen-
tation 77~.. A similar method is used for entity in
source text and mention in target text to obtain rep-
resentation rg,. and 74, respectively. Furthermore,
rit. and r¢, . are then fed into entity classifier C'
to produce a score using cosine similarity shown
in Eq. 1, while the language discriminator F' is

exposed to both 7 and ryy;.

rit e
S(msrm ei) = COS(TZL"U Tz'e) = nfrc . e (D
HrsrcH ’ Hrz H
where the mention representation r['. is com-

pared with candidate entity representation r{ (i =
1,2, ..., k) in source text.



3.3 Adversarial Training

In order to aid the training model to learn represen-
tations preferably fitted for transferring to unseen
languages, we further investigate a simple but effec-
tive adversarial training approach, which randomly
selects test data (excluded during testing) as tar-
get instances according to a proportion of 1%, 5%,
10%. And the distribution of the representation
extractor for both source and target instances are
defined as below:
YR LY (rl)

src

= R(x)|z € mgpc)

Y};gt N Y(r{;}t = R(x)|x € myg)

Our goal is to make these two distributions as close
as possible to get better multi-lingual generaliza-
tion. Traditional adversarial approaches suffer from
convergence and unstable min-max game originat-
ing from the discontinuous JS divergence. To settle
down this problem, Wasserstein Generative Adver-
sarial Networks (WGAN) (Arjovsky et al., 2017)
using Wasserstein distance is proposed. Enlight-
ened by this, we minimize the Wasserstein distance
W between Y5 and Yf%gt based on Kantorovich-
Rubinstein duality (Villani, 2009).

WEEe Y = s B )]
[ <175re~Yi )
E )
T;ZtNYRg

where the supremum is over all the set of 1-
Lipschitz functions ¢. For convenience, we instead
the function as the language discriminator F'. The
adversarial loss is given as:

E t[F(TtTZt)} -

m tg
rigt~YR

[F(T?ﬁc)] + ApLp

rm NYF{TC
(€)

where A, is the gradient penalty coefficient. The
intuition is that F' should output the scores of the
source language much higher than the target one.
Moreover, WGAN also proposes weight clipping
to meet the requirement that the discriminator must
lie within the space of 1-Lipschitz functions. Un-
fortunately, it’s exactly what leads to optimization
difficulties of gradient vanishing and explosion. A
gradient penalty is hence introduced to the opti-
mization function and constrains the output relative
to the gradient norm of the input:

Lagw =

Ly=_E [([v:F()ll2 — 1)?] )
r= MTZ/L‘C + (1 - M)r?;ta Ho~ U[Oa 1} (5)
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Where 7 is obtained by sampling from the sample
space of the Y}, distribution, which is implicitly
defined sampling randomly along straight lines be-
tween a pair of points sampled in the source and
target distribution of the mention representation.

3.4 The whole training process

We adopt the original cross-entropy loss expressed
as Log(Z,z), where Z and z represent the pre-
dicted label distribution and the corresponding true
label. Finally, combined with entity classifier and
the adversarial training, the entire training loss that
should be minimized, is given as:

L=Lce+ X

m
Ttgt

E

~ Yég

[F(rsve)])

~YgTe
(6)

where ) is the balance factor. The training process
of our proposed adversarial learning framework is
illustrated in the Algorithm 1.

Fe] -

m
Tsre

Algorithm 1 The training process of our proposed
adversarial learning framework

Require: Labeled source text Ts,. (mention my,., entity de-
scription egr..), unlabeled target text T 4; (mention myg¢),
gradient penalty coefficient \,, hyper-parameter A > 0
number of critic iterations per generator n.critic, maxi-
mum number of iterations nepoch, and number of batches

Nbatch-
1: for t =0 to nepoch do
2: for i =0to npatcn do
3: fOl'j =0 t0 Neritic dO
4: Sample unlabeled source data m s, from T, ¢
5: Sample unlabeled target data mgg; from Tig¢
6: A random number p ~ U[0, 1]
7: T;rwlﬂc = R(m.src)
8: Tigt = R(Migt)
9: 7= prie + (1 — w)rig:
10: > Calculate loss
11: L, = E[(|V+F(7)]|2 — 1)?]
12: Logw = —E[F(r5.)] + E[F(rig:)] + ApLyp
13: end for
14: Update F' parameters with Adam to minimize
Ledv
15: end for
16: > Main iterations
17: Sample labeled source data m . and esr from T,
18: Sample unlabeled target data m;y; from T3¢
19: rire = R(Msre)
20: ’I“;Zt = R(mtgt)
21: > Calculate loss
22: L = Lce(C(rieiese) + ME[F(ri.)] —
E[F (i)
23: Updata R parameters with Adam to minimize loss.

24: end for




Table 1: Accuracy (acc), precision (p), recall (r), and F1 of four languages in three few-shot of 1%, 5%, and 10%.

es zh de
Split | acc p r Fl |acc p r Fl |ac p r Fl
1% | 85.6 924 679 783|900 87.8 765 81.8 | 66.1 802 86.1 83.0
5% | 863 932 668 77.8|91.5 903 849 875|684 823 86.7 844
10% | 88.9 93.8 68.2 79.0|924 935 88.6 91.0| 70.1 825 872 84.8

4 Experiment

4.1 Datasets and Settings

‘We conduct our evaluation on two well-known en-
tity linking datasets.

* TAC-KBP 2015(Ji et al., 2015): following
(Sil et al., 2018), we use Spanish and Chinese
on TAC-KBP 2015 Tri-Lingual Entity Linking
Track, which contains 166 Chinese documents
(82 discussion forum articles and 84 news)
and 167 Spanish documents (83 discussion
forum articles and 84 news).

TR 2016"%7%(Tsai and Roth, 2016): is a cross-
lingual dataset based on Wikipedia. It’s con-
structed to contain difficult mention-entity
pairs and removed the mention overlapping
between training and test data.

In our experiment, the balance factor in Eq. 3 and
Eq. 6 are set to 1. For all the experiments on
each language, R and C are optimized by Adam
(Kingma and Ba, 2015) with a learning rate of
0.0005, while F' is trained through different Adam
optimizers with the same learning rate. In order
to present the effectiveness of the language dis-
criminator F’ intuitively, our model using the ad-
versarial approach is referred to as Model X+, and
the model without the adversarial approach is de-
scribed as Model X . Except for training data, the
target instances were selected randomly from test
data to implement adversarial training at a small
amount proportion of 1%, 5%, and 10% respec-
tively. As for entity candidates, we use FAISS
(Johnson et al., 2021) IndexFlatIP index type to
obtain the top 100 entity candidates.

4.2 Main results

We first explore the performance of the English
training model in an unseen language. This result
presents the challenge of solving the entity linking
task with a few examples per language. We carry
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Table 2: Accuracy (%) results of ablation study in four
languages under the circumstance of 10% few-shot set-
ting. AT represents adversarial learning.

Model es zh de
BERT 78.4 80.3 59.2
BERT + AT 81.2 86.8 654
XLM-R 835 89.2 64.6
XLM-R+ AT 889 924 70.1

out three settings used in few-shot learning (Gao
et al., 2021): taking 1%, 5% and 10% test data as
target instances. For each language in two datasets
- Spanish (es) and Chinese (zh) in TAC-KBP 2015,
German (de) in TR 201674, we train our proposed
model and demonstrate four indicators including
accuracy (acc), precision (p), recall (r), and F1
in difference few-shot settings shown in Table 1.
As we can see, with the increase in the few-shot
examples, indicators show an upward trend more
or less.

4.3 Ablation study

We launched an ablation study to explore the im-
pact of different components in the proposed ad-
versarial learning framework, and the results are
reported in Table 2. From two components between
the pre-trained model and whether there is an adver-
sarial training approach or not, we additionally in-
troduce a BERT pre-trained model (Vaswani et al.,
2017; Devlin et al., 2019) initialized by Botha et al.
(Botha et al., 2020b) using the first 4 layers. Note
that XLM-R pre-trained model which can extract
robust representations in a wide range of languages,
performs better than BERT. Moreover, the removal
of the adversarial training approach leads to perfor-
mance degradation. This implies that the proposed
adversarial learning framework with XLM-R pre-
trained model and adversarial training advances the
performance.



Table 3: Accuracy (%) on TAC-KBP 2015 and TR 2016”274

Model TAC-KBP2015 TR2016"r4

es zh de es fr it
Sil et al.(Sil et al., 2018) 82.3 84.4 - - - -
Upadhyay et al.(Upadhyay et al., 2018a) 84.4 86.0 552 56.8 51.0 523
Zhou et al.(Zhou et al., 2019b) 85.5 83.3 - - - -
Botha et al.(Botha et al., 2020b) - - 62.0 58.0 54.0 56.0
Model X 84.6 87.2 61.2 583 552 555
Model X+ 85.5 89.3 653 634 639 64.2

4.4 Influence of Adversarial Training
Approach

Many recent researchers fix their attention on the
zero-shot setting that no mention is available dur-
ing inference. Therefore, we conduct the follow-
ing experiment based on a zero-shot setting. On
this foundation, we investigate the influence of the
adversarial training approach. From Table 2, it’s
concluded that the adversarial training approach
helps better performance. More concretely, this
section compares our model with the recent study
in zero-shot setting, and the results are reported in
Table 3 for TAC-KBP 2015 and TR 2016"%"? using
Model X and Model X . We can observe that our
Model X T consistently outperforms all compared
models at the same time. For the model proposed
by Upadhyay et al (Upadhyay et al., 2018a), the
best-improved results of TAC-KBP 2015 and TR
2016 respectively are 3.3% and 12.9%.

4.5 Visualization

To qualitatively demonstrate how our proposed ad-
versarial learning framework affects the distribu-
tion between English and Chinese instances, we
present a t-SNE (Van der Maaten and Hinton, 2008)
visualization analysis of feature representations
with 10 random mention texts from English and
Chinese validation set respectively in Figure 3. Fig-
ure 3a shows representation distributions without
adversarial training. Note that the two languages
mention texts are not translations of each other.
To shed light on the effect of our architecture, a
significant reduction after adversarial training is
presented in Figure 3b where we can see a more
mixed distribution of representation between En-
glish and Chinese instances. This further indicates
that our proposed adversarial learning framework
effectively narrows the distance of representation
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Figure 3: Results of t-SNE visualization. (a) The dis-
tribution of representation between English and Chi-
nese instances without adversarial training presents a
language gap. (b) A more mixed distribution of repre-
sentation between English and Chinese instance with
adversarial training at the end of the representation ex-
tractor shows a smaller language gap.

distribution in different languages using the adver-
sarial training approach.

5 Conclusion

In this paper, we propose a novel model that applies
adversarial learning and few-shot learning method
to better generalize the learning ability across lan-
guages for the multi-lingual entity linking task. To
be more exact, a fraction of language-agnostic un-
labeled data are selected randomly as the language
signal to build the language discriminator. More-
over, we design a simple and effective adversarial
learning framework with two branches of an entity
classifier and a language discriminator. Experi-
mental results on two benchmark datasets empiri-
cally illustrate that the proposed adversarial learn-
ing framework is significantly effective.

Limitations

The current exploration, while demonstrating
promising advancements, has areas for potential
enhancement. Firstly, the study’s focus on a lim-
ited number of languages may not fully capture the



breadth of linguistic diversity, potentially affecting
the model’s adaptability in multilingual scenarios.
Secondly, variations in data quality could impact
the robustness of the model’s generalization capa-
bilities.
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