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Abstract

This paper presents the winning system partici-
pating in the ACL 2024 workshop SIGHAN-10
shared task: Chinese dimensional aspect-based
sentiment analysis (dimABSA). This task aims
to identify four sentiment elements in restau-
rant reviews: aspect, category, opinion, and sen-
timent intensity evaluated in valence-arousal di-
mensions, providing a concise yet fine-grained
sentiment description for user opinions. To
tackle this task, we introduce a system that
integrates BERT and large language models
(LLM) to leverage their strengths. First, we
explore their performance in entity extraction,
relation classification, and intensity prediction.
Based on preliminary experiments, we develop
an integrated approach to fully utilize their ad-
vantages in different scenarios. Our system
achieves first place in all subtasks and obtains
a 41.7% F1-score in quadruple extraction.

1 Introduction

Aspect-based sentiment analysis (ABSA) is a fine-
grained problem that aims to recognize aspect-level
sentiments and opinions of users (Pontiki et al.,
2016). ABSA generally involves four fundamen-
tal elements: (1) aspect term (a), the mention of
the reviewed entity in the text; (2) aspect category
(c), a predefined category of the evaluated aspect;
(3) opinion term (o), the sentiment word or phrase
towards the aspect; and (4) sentiment (Cai et al.,
2021; Zhang et al., 2021). For example, in the re-
view “the sushi was delicious but the staff was un-
friendly”, the quadruples are (sushi, food#quality,
delicious, positive) and (staff, services#general, un-
friendly, negative).

Existing ABSA works have typically treated
sentiment as coarse-grained polarities, overlook-
ing the complexity of sentiment dimensions. Pio-
neeringly, the SIGHAN-2024 dimABSA task (Lee

∗ Equal contribution.
† Corresponding author.

食物#品质 6.5#5.75 6.5#6.

S:吐柴主艺文总店除了餐点好吃之外，这里的用餐环境也很特别。

0氛围#概括

𝑎ଶ 𝑜ଶ

𝑖𝑐

𝑎ଵ 𝑜ଵ

ଵ ଵ 𝑖ଶ𝑐ଶ

Subtask Input Output
Intensity S + a1 {i1}

Regression
Prediction S + a2 {i2}
Triplet S

{a1, o1, i1}
Extraction & Regression

Extraction {a2, o2, i2}
Quadruple S

{a1, c1, o1, i1}
Extraction {a2, c2, o2, i2}

Task Type

Extraction & Classification
& Regression

Figure 1: Illustration of three dimABSA subtasks.

et al., 2024) proposes to represent sentiment states
as continuous real-valued scores in valence-arousal
dimensions, referred to as intensity (i). Valence
measures the positivity or negativity, and arousal
evaluates the degree of emotional activation (Rus-
sell, 1980). As depicted in Figure 1, dimABSA
consists of three subtasks: (1) Intensity Prediction,
predicting the intensity of the given aspect; (2)
Triplet Extraction, extracting the triplets composed
of (a, o, i) from the given sentence; (3) Quadruple
Extraction, extracting the quadruples composed of
(a, c, o, i) from the given sentence.

To tackle these subtasks, we develop a system
that integrates BERT and large language models
(LLM), representing two leading paradigms for
natural language understanding tasks. Specifically,
we devise both BERT-based and LLM-based meth-
ods and evaluate them to highlight their respec-
tive advantages. The BERT-based method em-
ploys a pipeline approach that sequentially per-
forms aspect-opinion extraction, pairing and clas-
sification, and intensity prediction. We imple-
ment three improvements to enhance performance:
domain-adaptive pre-training (Gururangan et al.,
2020), negative pairs construction, and removing
dropout in intensity prediction. The LLM-based
method transforms the three subtasks into text gen-
eration tasks and then fine-tunes a unified model
using a multi-task learning strategy. We craft
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code-style prompts (Li et al., 2023) to enhance
the extraction capabilities of LLMs and employ
QLoRA (Dettmers et al., 2024) to reduce memory
usage during training.

Through preliminary experiments, we make two
observations: (1) in structure extraction (aspect-
opinion extraction and pairing), the BERT-based
method outperforms the LLM-based method; (2)
in intensity prediction, the BERT-based method
performs better with continuous values, while the
LLM-based method excels in integer-level predic-
tions. Therefore, for Subtask 1, we employ the
BERT-based method. For Subtask 2 and 3, we uti-
lize the BERT-based method to derive the aspect,
category, and opinion, which are then fed into LLM
to generate integer-level intensity predictions.

Our contributions are summarized as follows:

• We propose both BERT-based and LLM-based
methods to address the dimABSA tasks and
devise various strategies to enhance their per-
formance.

• We analyze the strengths of BERT-based and
LLM-based methods in different scenarios
and develop an ensemble solution.

• Extensive experimental results demonstrate
that our system achieves superior performance
and validate the effectiveness of each module.
Additionally, we conduct several discussions
to provide further insights.

2 Related Work

2.1 Aspect-Based Sentiment Analysis

Aspect-level Sentiment Classification (ASC) is
the most fundamental task in ABSA, aiming to
identify the sentiment of specific aspect terms in a
sentence (Pontiki et al., 2016). Early methods uti-
lized LSTM with attention mechanisms to capture
the interaction between aspects and their contextual
relationships (Wang et al., 2016b; Ma et al., 2017).
With the development of the fine-tuning paradigm,
it became mainstream for ASC. Strategies such as
interaction mechanism designs (Wu and Ong, 2021;
Zhang et al., 2022b), post-training (Xu et al., 2019;
Li et al., 2021; Zhang et al., 2023), graph neural
networks (Wang et al., 2020; Chen et al., 2022),
and contrastive learning (Liang et al., 2021; Cao
et al., 2022) have been used to enhance fine-grained
sentiment classification. With the advent of LLMs,

recent work has explored the effect of LLMs, in-
cluding in-context learning (Wang et al., 2023b;
Xu et al., 2024), chain-of-thought prompting (Fei
et al., 2023), and sentiment explanation (Wang
et al., 2023a).

Aspect Sentiment Quad Prediction (ASQP) is
the most comprehensive task in ABSA, aiming to
extract all ABSA quadruples in a review (Cai et al.,
2021; Zhang et al., 2021). Research can be catego-
rized into three main types: discriminative methods,
generative methods, and LLM-based methods. In
the first stream, Cai et al. (2021) applied extract-
classify techniques, and Zhou et al. (2023) involved
table-based methods to extract aspect-category and
opinion-sentiment pairs via simultaneous training.
Generative methods, like Zhang et al. (2021), con-
verted quad prediction into paraphrase generation,
while Gou et al. (2023) used different permuta-
tions as prompts to generate quadruples in various
orders for voting. Additionally, some methods en-
hanced ASQP performance through tree generation
designs (Bao et al., 2022; Mao et al., 2022). In
the third stream, LLM-based approaches mainly
leveraged the rationale of LLMs to improve quad
prediction (Kim et al., 2024).

However, early ABSA work solely modeled sen-
timent with three-class polarities. Our system pre-
dicts sentiment in valence-arousal dimensions, pro-
viding more fine-grained sentiment information.

2.2 Dimensional Sentiment Analysis

This task focuses on the multiple dimensions
of emotional states, such as valence-arousal
space (Russell, 1980). Valence measures positiv-
ity or negativity, while arousal evaluates excite-
ment or calmness. Previous studies provided var-
ious multi-dimensional affective resources, such
as lexicons (Warriner et al., 2013) and sentence-
level corpora (Preoţiuc-Pietro et al., 2016; Buechel
and Hahn, 2017). Meanwhile, some works devel-
oped multi-granularity Chinese dimensional sen-
timent resources, filling the gap in Chinese re-
sources (Yu et al., 2016; Lee et al., 2022). To
effectively predict dimensional scores, early ap-
proaches mainly used LSTM for modeling, includ-
ing Densely Connected LSTM for phrase-level pre-
dictions (Wu et al., 2017), a relation interaction
model for sentence-level predictions (Xie et al.,
2021), and a Regional CNN-LSTM model for text-
level predictions (Wang et al., 2016a, 2019). With
the advancement of Transformer (Vaswani et al.,
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Figure 2: Overview of our BERT framework.

2017), researchers began leveraging PLMs for im-
provement. For instance, Deng et al. (2023) pro-
posed a multi-granularity BERT fusion framework,
and Wang et al. (2024) introduced soft momen-
tum contrastive learning for pre-training. Different
from them, our work further evaluates LLMs for
dimensional score prediction, providing advanced
exploration and analysis.

3 Methods

3.1 Task Definition

Given a sentence S = [w1, · · · , wT ] and a pre-
defined aspect term a (a substring of S), the ob-
jective of Subtask 1 is to predict the sentiment
intensity val, aro, which are continuous values
ranging from 1 to 9. For Subtasks 2&3, the in-
put consists only of the sentence S, and the output
includes all triplets (a, o, val-aro) and quadruples
(a, c, o, val-aro), where c and o denote the aspect
category and opinion term, respectively. In Sub-
tasks 2&3, (1) the aspect term a and opinion term
o can either be a substring of S or be implicit, in
which case they are represented by ‘NULL’; (2) the
aspect category belongs to a pre-defined category
set C.

3.2 BERT-based Method

As shown in Figure 2, our BERT framework
is structured into four main steps: (i) Domain-
adaptive Pre-training, (ii) Aspect-opinion Extrac-
tion, (iii) Pairing and Classification, and (iv) Inten-
sity Prediction.

Domain-adaptive Pre-training. Pre-training on
sentiment-dense corpus has been proven to enhance
downstream sentiment analysis tasks (Xu et al.,
2019; Zhang et al., 2023). We first collect 5.2 mil-
lion open-source Chinese restaurant reviews and

conduct data cleaning to remove duplicates and
excessively short entries. Subsequently, we con-
catenate all data and split it according to the max-
imum length, resulting in 1.5 million pre-training
corpora.1 Moreover, we employ LTP (Che et al.,
2010) for Chinese word segmentation and imple-
ment a dynamic whole-word masking strategy for
masked language modeling (Cui et al., 2021), aim-
ing at enhancing BERT’s contextual understanding
in the restaurant domain.

Aspect-Opinion Extraction. This step utilizes
the pre-trained BERT model to extract aspect and
opinion terms. To identify implicit terms, we aug-
ment the given sentence by prepending a special
[NULL] token. We add this token to the vocabu-
lary and initialize its embedding. Subsequently, we
transform the extraction task into a BIO sequence
labeling task. Using BERT, we predict the category
of each token as follows:

h0,h1, · · · ,hT = BERT(S′), (1)

P (yt) = softmax(Linear(ht)), (2)

where S′ = [[NULL], w1, · · · , wT ] denotes the
augmented sentence, and yt represents the tag for
the t-th token in the sentence, belonging to {BA, IA,
BO, IO, O}.

Pairing and Classification. This step pairs as-
pect and opinion terms and determines the corre-
sponding aspect categories. In the BERT-based
method, we frame the aspect-opinion pairing and
category classification as a unified multi-class clas-
sification task. To achieve this, we input the sen-
tence S′ along with the aspect term a and opinion
term o into BERT and feed the hidden vector at the

1Here, we set the maximum sequence length to 512 after
adding [CLS] and [SEP] tokens.
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[CLS] token position to a classifier, formulated as
follows:

h[CLS] = BERT(S′, a, o), (3)

P (c) = softmax(Linear(h[CLS])), (4)

where c ∈ {Invalid} ∪ C.
In this step, we introduce negative pairs con-

struction to mitigate error propagation. During
training, the input aspect and opinion terms are
true values. However, at the inference stage, these
terms are predicted values obtained from the previ-
ous step. This discrepancy can lead the classifier to
fail in rejecting those aspect and opinion terms with
minor boundary errors, resulting in error propaga-
tion. To address this issue, we train the extraction
model using k-fold cross-validation and incorpo-
rate incorrectly extracted aspect and opinion terms
into the negative pairs, labeling them as invalid.
These negative pairs, along with the true aspect and
opinion terms, are then fed into the relation model
during training to enhance its robustness against
such errors.

Intensity Prediction. This step predicts the
valence-arousal scores of an aspect term (for Sub-
task 1) or an aspect-opinion pair (for Subtask 2&3).
We exploit two models for intensity prediction: a
regression model and a classification model.

• The regression model obtains the valence and
arousal scores sval, saro by feeding the hid-
den vector at the [CLS] token position to two
separate linear layers:

h[CLS] = BERT(S′, a, o), (5)

ŝval = Linear(h[CLS]), (6)

ŝaro = Linear(h[CLS]). (7)

We then compute two losses by mean squared
error (MSE) and average them as the regres-
sion loss.

• The classification model first converts continu-
ous scores into categories cval, caro at fixed in-
tervals and then predicts these two categories
using two classifiers:

ĉval = softmax(Linear(h[CLS])), (8)

ĉaro = softmax(Linear(h[CLS])). (9)

We use the cross-entropy function to compute
two losses and average them as the classifica-
tion loss.

Furthermore, for the regression model, we
adopt the strategy of removing BERT’s internal
dropout. This approach was discussed in a Kaggle
forum2. The rationale behind this strategy is that
BERT’s internal dropout may lead to inconsisten-
cies in the variance of neuron activations between
the training and inference phases, potentially af-
fecting the numerical stability of the regression.

3.3 LLM-based Method

We transform the dimABSA tasks into text gener-
ation tasks and fine-tune a unified LLM using a
multi-task learning strategy. To augment the extrac-
tion capabilities of the LLM, we employ code-style
prompts, as suggested by Li et al. (2023). Addition-
ally, we utilize QLoRA (Dettmers et al., 2024) to
reduce memory usage during training. Our frame-
work is illustrated in Figure 3.

Multi-task Learning. Recent work shows that
LLMs exhibit excellent task generalization capa-
bilities (Touvron et al., 2023). Inspired by this, we
design a multi-task learning strategy for dimABSA
to enable the LLM to acquire diverse sentimen-
tal knowledge across different tasks. Specifically,
we manually construct 6 typical tasks from exist-
ing data and labels, including three target subtasks.
These are aspect extraction, aspect intensity pre-
diction, aspect-opinion-intensity triplet extraction,
aspect-category-opinion triplet extraction, quadru-
ple extraction, and aspect-opinion intensity predic-
tion. These tasks encompass a variety of extraction,
classification, and regression task types, thus allow-
ing for a comprehensive learning of aspect-related
sentiment knowledge.

Code-style Prompt. LLMs are general-purpose
text generation models. To adapt them for specific
tasks, it is necessary to craft prompts that direct
their output to align with the specific requirements
of these tasks. Following Li et al. (2023), we de-
sign code-style instructions as prompts. As shown
in Figure 3, we formalize each task as Python
code, explaining necessary information through
comments and standardizing the output format or
content via specific code to serve a more instructive
role.

Optimization with QLoRA. After completing
task selection and prompt design, we construct the

2https://www.kaggle.com/competitions/
commonlitreadabilityprize/discussion/260729
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Figure 3: Overview of our LLM framework.

training data for fine-tuning the LLM. This fine-
tuning approach is QLoRA (Dettmers et al., 2024).
QLoRA is a typical parameter-efficient fine-tuning
approach that integrates low-rank matrices into the
architecture of LLMs and further quantizes the base
model to 4-bit. QLoRA enables us to fine-tune
most LLMs on a single 40G A100 GPU.

Inference. We load the parameters of the base
model along with those obtained during the fine-
tuning phase to perform inference. Utilizing code-
style instructions as prompts for each task, we
integrate these prompts with the test text inputs
for model decoding. During decoding, we set the
temperature coefficient to 1 and utilize the beam
search strategy (Freitag and Al-Onaizan, 2017)
with ‘num_beams=2’.

3.4 Ensemble
We conduct preliminary experiments to compare
the BERT-based and LLM-based methods. The
results indicate that BERT performs better in con-
tinuous intensity predicting and aspect-opinion ex-
traction. Conversely, the LLM shows superior per-
formance in integer-level intensity prediction tasks.
We suppose this difference arises because LLMs,
constrained by their natural language generation
output format, may not ensure an accurate under-
standing of continuous values and extraction, but
exhibit better results in coarse-grained predictions
due to the larger parameter size.

To fully leverage the strengths of both models,
we develop an integrated method. For Subtask 1,
we average the predictions of the regression and
classification models in the BERT-based method.
For Subtasks 2 and 3, we use the BERT-based
method to extract (a, c, o) tuples. Then, we in-
put all valid aspect-opinion pairs into the LLM,
employing the aspect-opinion intensity prediction

(a) Category distribution. (b) Intensity distribution.

Figure 4: Visualization of training data distribution.

prompt to output integer-level predictions of va-
lence and arousal.

4 Experiments

4.1 Experimental Settings
Datasets. In experiments, we use the Chinese
restaurant review dataset provided by the organizer,
which includes 6,050 sentences for training, 2,000
sentences for Subtask 1 testing, and 2,000 sen-
tences for Subtasks 2&3 testing. Specifically, the
average sentence length, aspect length, and opin-
ion length in the training set are 14.12, 3.14, and
3.07, respectively. Additionally, the training set
contains 8,523 quadruples, with 22.81% of quadru-
ples sharing the same aspect in one sentence, 6.10%
sharing the same opinion, and 1.98% being implicit
aspects. As depicted in Figure 4a, there are 12 pre-
defined categories, with their specific distribution.
The training set also includes valence-arousal an-
notations for aspect-opinion pairs, with real values
ranging from 1 to 9. The distribution of valence-
arousal annotations is visualized in Figure 4b.

Evaluation Metrics. For Subtask 1, the perfor-
mance of sentiment intensity prediction is assessed
using Mean Absolute Error (MAE) and Pearson
Correlation Coefficient (PCC). These metrics eval-
uate the difference between model-predicted re-
sults and human-annotated scores for valence and
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arousal dimensions, respectively.

MAE =
1

n

n∑

i=1

|yi − ŷi| (10)

where yi is the actual value and ŷi is the prediction.

PCC =

∑n
i=1(yi − ȳ)(ŷi − ¯̂y)

√∑n
i=1(yi − ȳ)2

√∑n
i=1(ŷi − ¯̂y)2

(11)
where ȳ and ¯̂y are the means of the actual and
predicted values, respectively. Lower MAE val-
ues indicate more accurate predictions, while PCC
ranges from -1 to 1, with higher values indicat-
ing a stronger linear correlation. To evaluate Sub-
tasks 2 and 3, the Precision (P), Recall (R), and
F1-score (F1) are employed. Meanwhile, valence
and arousal values are rounded to the nearest inte-
ger. A tuple is correct only if all elements and their
combinations match the gold standard.

F1 =
2× P × R

P + R
(12)

where P denotes the number of correct tuples di-
vided by the total number of extracted tuples, and
R denotes the number of correct tuples divided by
the total number of standard tuples. Higher values
of F1 indicate better performance. Additionally,
each metric is calculated independently for valence
and arousal dimensions or in combination.

Implementation Details. For BERT, we use
ernie-3.0-xbase-zh (Sun et al., 2021) as the back-
bone encoder. The pre-training settings are as fol-
lows: batch size of 32, gradient accumulation steps
of 12, bf16 mixed precision, 5 training epochs,
initial learning rate of 1e-4, and a maximum se-
quence length of 512. During fine-tuning, we set
the learning rate to 2e-5 and the batch size to 32.
The fine-tuning epochs are 7 for aspect-opinion ex-
traction, pairing-and-classification, and BERTCLS
models, and 6 for the BERTREG model, using the
AdamW optimizer. Besides, the interval l for clas-
sification is set to 0.25. All models are fine-tuned
on five different random seeds and results are ag-
gregated by voting. For LLM, we use deepseek-
7b-instruct-v1.5 (Guo et al., 2024) as the backbone.
The training settings include the learning rate of 1e-
4, 5 epochs, batch size of 4, bf16 mixed precision,
and maximum sequence length of 2048. Besides,
the rank of QLoRA fine-tuning is set to 8, and the
scaler factor is set to 16. All implementations are

based on the PyTorch framework, using NVIDIA
A6000 GPUs.

Comparison. We apply different BERT mod-
els, LLMs, and the pipeline ensemble method for
comparison, including: (1) BERTREG, which uti-
lizes regression method for intensity prediction;
(2) BERTCLS, which employs the interval-based
classification approach to predict intensity scores;
(3) LLMINT, which trains LLM with integer-level
intensity; (4) LLMDEC, which uses one decimal
place intensity and corresponding prompts for train-
ing; and (5) Ensemble, referring to the ensemble
method described in Section 3.4.

4.2 Main Results

The main results are presented in Table 1, from
which we can draw the following conclusions:

Firstly, the proposed ensemble method demon-
strates obvious superiority, achieving the best re-
sults on the majority of metrics. For instance, in
Subtasks 2 and 3, the Ensemble method shows
improvements of 0.8% and 0.6% in VA-T-F1 and
VA-Q-F1 compared to BERTCLS. Compared to
LLMINT, these improvements even more achieve
4.1% and 3.8%. These results indicate that our
ensemble method effectively leverages the respec-
tive strengths of both BERT and LLM in differ-
ent scenarios, achieving better performance than
single-model approaches.

Secondly, we find that the performance of LLM
across various metrics is generally inferior to that
of BERT. For example, the BERTCLS outperforms
LLMINT by 1.1% on V-PCC and surpasses the
LLMDEC model by 3.2% on VA-Q-F1. This in-
dicates that BERT is more suitable for predicting
the intensity of continuous numerical scores. Addi-
tionally, further exploration reveals that although
LLM underperforms in Subtasks 2&3, the perfor-
mance is primarily constrained by aspect-opinion
extraction. Conversely, LLM excels in predicting
valence-arousal at integer levels, the superiority of
Ensemble also supports this viewpoint.

Lastly, we compare different training methods
within the same model. We observe that BERTCLS
significantly outperforms BERTREG in Subtasks 2
and 3, indicating that the classification model is
more suitable for coarse-grained evaluation. Fur-
thermore, comparing LLMINT and LLMDEC, we
find that LLMDEC performs better in Subtask 1,
whereas LLMINT excels in Subtasks 2 and 3. We
assume that in Subtasks 2 and 3, the joint extraction
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Methods Subtask 1 Subtask 2 Subtask 3

V-MAE V-PCC A-MAE A-PCC V-T-F1 A-T-F1 VA-T-F1 V-Q-F1 A-Q-F1 VA-Q-F1

BERTREG 0.287 0.930 0.311 0.773 0.574 0.526 0.405 0.555 0.511 0.393
BERTCLS 0.279 0.930 0.316 0.766 0.583 0.543 0.425 0.564 0.527 0.411
LLMINT 0.367 0.884 0.394 0.683 0.530 0.498 0.392 0.512 0.482 0.379
LLMDEC 0.294 0.919 0.331 0.738 0.457 0.437 0.312 0.443 0.426 0.302

Ensemble 0.279 0.933 0.309 0.777 0.589 0.545 0.433 0.567 0.526 0.417

Table 1: Main experimental results of our dimABSA system across three Subtasks. V for valence, A for arousal, T
for Triplet, and Q for Quadruple. The best scores of each metric are in bold.

Methods Type V-Q-F1 A-Q-F1 VA-Q-F1

Voting BERT 0.557 0.509 0.393
Co-Voting BERT&LLM 0.563 0.526 0.413
Replace BERT&LLM 0.565 0.526 0.416
Pipeline BERT&LLM 0.567 0.526 0.417

Table 2: Results of different ensemble strategies for
BERT and LLM on Subtask 3.

tasks require generating multiple tuples at once and
generating more complex decimals may impact the
overall extraction result.

4.3 Analysis of Ensemble

To further verify the effectiveness of the proposed
ensemble method, we compare several different
ensemble approaches on Subtask 3, including (1)
Voting, where results from both types of BERT
models are averaged; (2) Co-Voting, where votes
are cast only for (a, c, o) tuples that are consistent
between LLM and BERT while retaining BERT
results for all other tuples; (3) Replace, using in-
tensity results from LLM to replace those of BERT
for consistent tuples; (4) Pipeline (ours), where
extracted tuples from BERT are input into LLM
for intensity prediction. Results are shown in Ta-
ble 2. We observe that Voting performs poorest,
highlighting the importance of combining LLM
with BERT. Furthermore, when comparing the last
three methods, we find that both Co-Voting and
Replace underperform Pipeline. Since LLM excels
in coarse-grained intensity prediction, the Pipeline
method can more effectively leverage this advan-
tage and achieve superior results.

4.4 Ablation Study

Ablation of BERT. To investigate the effective-
ness of various components in BERT, we conduct
ablation studies on BERTREG, as shown in Table 3.
We observe that removing pre-training (w/o pre-
training) leads to a slight decline across all metrics,

validating the effectiveness of domain-specific pre-
training. Furthermore, eliminating the no-dropout
strategy (w/o no-dropout) results in a substantial
decrease in most metrics, confirming that dropout
can introduce biases in the numerical outputs of
regression models. Lastly, omitting the negative
sample construction strategy during aspect-opinion
pairing training (w/o construction) also degrades
performance, proving that this strategy effectively
reduces error propagation in the pipeline model.

Ablation of LLM. To explore the effectiveness
of various strategies within the LLM framework,
we conduct ablation studies on LLMINT, specifi-
cally targeting code-style prompts, multi-task learn-
ing, and beam search. These modifications are de-
noted as w/o code prompt, w/o multi-task, and w/o
beam search, respectively. The results, as shown in
Table 4, indicate that replacing code-style prompts
with standard natural language instructions signifi-
cantly reduces performance in Subtasks 2&3, con-
firming the effectiveness of this method. Addition-
ally, removing multi-task learning leads to a de-
cline in all metrics, suggesting that LLM benefits
from learning generalized emotional knowledge
across tasks. Lastly, the performance also declines
upon removing the beam search, highlighting the
importance of decoding strategy design in LLM
inference.

4.5 Effect of Pre-Trained Language Models

To compare the effectiveness of different PLMs
on the dimABSA tasks, we conduct experiments
on Subtask 1 using several types of models with
varying parameter sizes. The results are pre-
sented in Table 5. Specifically, we employ
our ensemble method to test five different Chi-
nese language models, including chinese-roberta-
wwm-ext and chinese-roberta-wwm-ext-large (Cui
et al., 2021), ernie-3.0-base-zh and ernie-3.0-xbase-
zh (Sun et al., 2021), and erlangshen-deberta-v2-
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Methods Subtask 1 Subtask 2 Subtask 3

V-MAE V-PCC A-MAE A-PCC V-T-F1 A-T-F1 VA-T-F1 V-Q-F1 A-Q-F1 VA-Q-F1

BERTREG 0.287 0.930 0.311 0.773 0.574 0.526 0.405 0.555 0.511 0.393

w/o pre-training 0.294 0.924 0.313 0.771 0.565 0.520 0.401 0.544 0.502 0.386
w/o no-dropout 0.337 0.933 0.348 0.779 0.537 0.503 0.365 0.521 0.487 0.354
w/o construction - - - - 0.567 0.518 0.399 0.549 0.502 0.387

Table 3: Ablation study of BERTREG.

Methods Subtask 1 Subtask 2 Subtask 3

V-MAE V-PCC A-MAE A-PCC V-T-F1 A-T-F1 VA-T-F1 V-Q-F1 A-Q-F1 VA-Q-F1

LLMINT 0.367 0.884 0.394 0.683 0.530 0.498 0.392 0.512 0.482 0.379

w/o code prompt 0.367 0.882 0.394 0.672 0.515 0.472 0.373 0.495 0.454 0.358
w/o multi-task 0.381 0.876 0.406 0.632 0.535 0.481 0.381 0.514 0.464 0.367
w/o beam search 0.377 0.880 0.391 0.670 0.531 0.489 0.388 0.511 0.472 0.374

Table 4: Ablation study of LLMINT.

Model (Params) Valence Arousal

MAE PCC MAE PCC

roberta-base (102M) 0.300 0.918 0.310 0.766
ernie-base (118M) 0.300 0.915 0.313 0.762
ernie-xbase (296M) 0.286 0.926 0.309 0.776
deberta-large (320M) 0.284 0.930 0.310 0.774
roberta-large (326M) 0.289 0.923 0.314 0.769

Table 5: Results of different pre-trained language mod-
els on Subtask 1 (using Ensemble strategy).

320m-chinese (Zhang et al., 2022a). The results
indicate that larger models with more parameters
tend to perform better than base models. Addition-
ally, our backbone, ernie-xbase, with a moderate
parameter size, demonstrates superior performance,
ensuring both training efficiency and excellent re-
sults for our system.

5 Conclusions

In this paper, we describe our winning system
in the SIGHAN-2024 dimABSA task, which in-
volves identifying fundamental sentiment elements
in restaurant reviews: aspect, category, opinion,
and intensity. Our system integrates BERT and
LLM, utilizing their strengths in entity extraction
and intensity prediction across three subtasks. The
experimental results not only validate the effective-
ness of our methods but also underscore the poten-
tial of BERT-LLM ensemble strategies in advanced
sentiment analysis, providing technical insights and
a solid foundation for future research.
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Limitations

Despite proposing a novel approach that inte-
grates BERT and LLM for the dimABSA task and
achieves promising performance, our study has sev-
eral limitations. Firstly, our exploration is confined
to ensemble methods such as voting and pipeline
approaches, leaving deeper integration strategies
between BERT and LLMs unexplored. Methods
such as knowledge distillation and designing hy-
brid architectures could potentially enhance per-
formance by capturing more respect advantages.
Secondly, our research is constrained by limited
computational resources, preventing us from inves-
tigating the application of more advanced LLMs
to this task. These advanced models might offer
better performance in terms of both accuracy and
generalization. Lastly, our work does not leverage
existing dimensional sentiment resources, such as
sentiment lexicons and annotated datasets, which
we believe could further improve the prediction of
sentiment dimensions. Future work should con-
sider incorporating these resources to enhance the
robustness and accuracy of sentiment predictions.
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