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Abstract

Aspect-based sentiment analysis (ABSA) is
a fine-grained sentiment analysis task, which
aims to extract multiple specific sentiment ele-
ments from text. The current aspect-based sen-
timent analysis task mainly involves four basic
elements: aspect term, aspect category, opinion
term, and sentiment polarity. With the develop-
ment of ABSA, methods for predicting the four
sentiment elements are gradually increasing.
However, traditional ABSA usually only dis-
tinguishes between “positive”, “negative”, or
“neutral” attitudes when judging sentiment po-
larity, and this simplified classification method
makes it difficult to highlight the sentiment in-
tensity of different reviews. SIGHAN 2024
provides a more challenging evaluation task,
the Chinese dimensional ABSA shared task
(dimABSA), which replaces the traditional sen-
timent polarity judgment task with a dataset in
a multidimensional space with continuous sen-
timent intensity scores, including valence and
arousal. Continuous sentiment intensity scores
can obtain more detailed emotional information.
In this task, we propose a new paraphrase gener-
ation paradigm that uses generative questioning
in an end-to-end manner to predict sentiment
intensity quadruples, which can fully utilize
semantic information and reduce propagation
errors in the pipeline approach.

1 Introduction

Traditional Aspect-based sentiment analysis
(ABSA) can extract four specific emotional
elements from the text: 1) Aspect term, which
is a specific aspect in the sentence, generally a
word or phrase expressed in the text, and may not
exist; 2) Aspect category, the category involved
by the aspect term, usually a predefined set of
categories; 3) Opinion term, the expression of a
specific emotional view on an aspect; 4) Sentiment
polarity, the emotional tendency towards a certain
aspect. For example, for the review “The pizza

at this restaurant is delicious, but the service
is terrible.”, the ABSA task can extract two
emotional quadruples: (pizza, food type, delicious,
positive) and (service, service attitude, terrible,
negative).

The Chinese dimensional ABSA shared task
(dimABSA) (Lee et al., 2024) dataset is a collection
of comments extracted by organizers from online
catering industry social media platforms. After re-
moving HTML tags and multimedia tags, the text
was split into multiple sentences. A selection of
these sentences was then manually annotated with
aspect term, aspect category, opinion term, and
sentiment intensity. For sentiment intensity, the
organizers used the valence and arousal provided
by the “Chinese EmoBank” (Lee et al., 2022;Yu
et al., 2016) to represent emotional states as con-
tinuous numerical values in a multidimensional
space. Using valence-arousal as sentiment inten-
sity, this method provides more detailed emotional
information. The “Chinese EmoBank” is a man-
ually annotated Chinese emotional dictionary. In
it, valence describes the positivity or negativity
of emotions, ranging continuously from negative
(such as sadness, anger) to positive (such as hap-
piness, excitement). Valence is often seen as the
“pleasantness” of an emotional experience and is
a standard for assessing the quality of emotional
experiences. Arousal, on the other hand, refers to
the level of excitement of an emotion. It reflects
the intensity of an individual’s physiological and
psychological response to an emotional stimulus.
Arousal is also a continuous range, from very low
(such as boredom, tiredness) to very high (such as
surprise, panic). In the “Chinese EmoBank”, both
valence and arousal are measured on a scale from
1 to 9. In the sentiment intensity of the dimABSA
dataset, valence and arousal are separated by a ’#’.

The dimABSA task provides three subtasks:
Subtask 1: For a given sentence and its aspect term,
predict the sentiment intensity of the aspect term
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in the comment; Subtask 2: For a given sentence,
extract the aspect term and opinion term from the
comment and predict the sentiment intensity; Sub-
task 3: For a given sentence, extract the aspect
term, aspect category, and opinion term from the
comment and predict the sentiment intensity. In
this task, we have implemented Subtask 3, where
the system could extract all sentiment quadruples
(aspect, category, opinion, intensity). For example,
for the comment “This bowl of ramen is super in-
vincibly thunderously bad.”, the final extraction of
the sentiment intensity quadruple would be: (ra-
men, food#quality, super invincibly thunderously
bad, 2.00#7.88).

This work processes the dataset provided by the
dimABSA task and proposes a new paraphrase gen-
eration paradigm. It replaces the traditional sen-
timent polarity judgment task in ABSA with the
judgment of sentiment intensity: valence#arousal,
using the T5 pre-trained model (Raffel et al., 2020)
that unifies natural language processing tasks into
text-to-text tasks. Through fine-tuning training, it
accomplishes the task of extracting sentiment inten-
sity quadruples. Experiments demonstrate that our
newly proposed paraphrase generation paradigm
achieves good performance in predicting sentiment
intensity quadruples. Our contributions are sum-
marized as follows: 1) We propose transforming
the dimABSA task into a paraphrase generation
problem and introduce a new paraphrase genera-
tion paradigm, allowing us to fully utilize semantic
information while predicting sentiment intensity
quadruple in one shot; 2) Our model has been ex-
perimentally validated to perform excellently in
extracting aspect term, aspect category, and opin-
ion term.

2 Related Work

With the emergence of pre-trained language mod-
els like BERT, research in ABSA has made sig-
nificant progress. Sun et al. (2019) proposed a
method based on pre-trained language models, uti-
lizing models like BERT to extract the subjects
and aspects from online comments, and employ-
ing multi-task learning to determine their senti-
ment polarity. This was the first method for ABSA
based on pre-trained language models and is rep-
resentative of methods based on transfer learning.
Li et al. (2019) were the first to apply BERT to
end-to-end ABSA tasks, achieving the best results
at the time with a simple linear classifier. Subse-

quently, composite ABSA tasks began to develop.
Researchers proposed various end-to-end models
for extracting multiple sentiment elements, capable
of handling multiple subtasks in sentiment analy-
sis tasks, such as Aspect Term Extraction (ATE)
and Aspect Sentiment Classification (ASC). This
integrated approach reduced error propagation and
improved overall performance. Liu et al. (2021)
adopted the Seq2Seq modeling paradigm to extract
aspect category and sentiment polarity, based on
pre-trained generative models, using natural lan-
guage sentences to represent the desired output for
Aspect Category Sentiment Analysis (ACSA) tasks.
Peng et al. (2020) proposed a two-stage pipeline
method for extracting aspect term, opinion term,
and sentiment polarity to address the Aspect Sen-
timent Triplet Extraction (ASTE) task; Wan et al.
(2020) introduced the Target-aspect-sentiment joint
detection task for aspect-based sentiment analysis
(TASD), aimed at simultaneously predicting aspect
category, aspect term, and sentiment polarity.

The Aspect Sentiment Quad Prediction (ASQP)
task aims to extract the four sentiment elements of
a specific sentence at once, revealing a more com-
prehensive and complete aspect-level sentiment
structure. Zhang et al.(2021) proposed a Para-
phrase Generation paradigm to solve the ASQP
task in English. This approach generates natural
language sentences from sentiment quadruples us-
ing pre-established templates, making the gener-
ated natural language sequence the target sequence,
which forms a mapping relationship with the orig-
inal review sentence. Zhang et al. transformed
the original quad element prediction task into a
text generation problem, which was then solved
using a sequence-to-sequence (Seq2Seq) approach.
Compared to the pipeline method, the Seq2Seq
approach can reduce the cumulative propagation
error caused by accuracy errors at each step in
the pipeline, and since the subtasks of ASQP are
usually expressed as token-level or sequence-level
classification problems, the Seq2Seq approach can
make full use of semantic information.

3 Methodology

3.1 Problem Statement

Subtask 3 of the dimABSA task involves extracting
a sentiment intensity quadruple (a, c, o, i) from a
given sentence, which corresponds to aspect term,
aspect category, opinion term, and sentiment inten-
sity, respectively. The aspect term in the original

122



comment sentence may not exist, and when it is
absent, ‘NULL’ is used as the aspect term. The
aspect category in the original comment are prede-
fined, and the dimABSA task divides comments
on different aspects of the catering industry into
twelve categories, each with one entity and one
attribute corresponding to the aspect term. The
aspect term can be directly extracted from the com-
ment. Sentiment intensity is divided into valence
and arousal.

The dimABSA task dataset provides 6050 train-
ing entries, 2000 test entries, and 100 validation
entries.

3.2 ASQP Task
To highlight the main content of the sentiment
quadruple, Zhang et al.’s paraphrase generation
task linearizes the sentiment quadruple Q =
(c, a, o, p) into a natural sentence as follows:

Pc(c) is Pp(p) becausePa(a) is Po(o)

Herein,Pz(·) belongs to the mapping function
of z ∈ {c, a, o, p}, which maps the sentiment el-
ement z from its original format into natural lan-
guage form. In the sentiment quadruple, c and o
are already in natural language form. As for the
sentiment polarity, its mapping is as follows:

Pp(p) =





great if p = positive

ok if p = neutral

bad if p = negative

(1)

Aspect term may not exist in the original sen-
tence, in which case they are considered as an im-
plicit aspect term ‘NULL’; otherwise, they are in
natural language form. Their mapping method is
as follows:

Pa(a) =

{
it if a = NULL

a otherwise
(2)

When Zhang et al. handle Seq2Seq learning, for
a given sentence x, the encoder first converts it into
a contextualized encoded sequence e. Then, the
decoder simulates the conditional probability dis-
tribution of the target sentence y given the encoded
input representation: Pθ(y|e), which is parameter-
ized by θ.

At the i-th time step, the output yi of the decoder
is based on the encoded input sequence e and the
previous output y<i, where y<i : yi = fdec(e, y<i),
and fdec(·) represents the computed value of the

decoder. To obtain the probability distribution of
the next token, the following softmax function is
applied:

Pθ(yi+1|e, y<i+1) = softmax(W T yi) (3)

Here, W maps the predicted value yi to a logit
vector, which is defined as the logarithmic odds
ratio of an event occurring versus not occurring. It
can be used to calculate the probability distribution
over the entire vocabulary set. The formula is as
follows:

logit(P ) = log(
P

1− P
) (4)

Training with the T5 pre-trained model can
achieve the initialization of pre-trained parameter
weights θ, and further fine-tune the input-target
pairs, thus maximizing the probability distribution
Pθ(y|e):

max
θ logPθ(y|e) =

n∑

i=1

logPθ(yi|e, y<i) (5)

where n is the length of the sequence target y.

3.3 DimABSA as Paraphrase Generation
Regarding the ‘Sentence’, ‘Aspect’, ‘Category’,
‘Opinion’, and ‘Intensity’ aspects in the dimABSA
task dataset, the data format is processed into the
following format:

Sentence[[A1, C1, O1, I1], ...[An, Cn, On, In]]

We propose a new paraphrase generation
paradigm to handle the task of Chinese sentiment
intensity quadruple extraction, for a given sentence
tuple pair (x,Q), with the goal of generating a target
pair of sentences in Chinese natural language (x,y),
the sentiment intensity quadruple is linearized into
a natural sentence as follows:

PC(C) valence is PI(I − v) arousal

is PI(I − a) becausePA(A) is PO(O)

Wherein,Pz(·) is the mapping function z ∈
{C,A,O, I}, which transforms sentiment ele-
ments from their original format into natural lan-
guage form. In the sentiment intensity quadru-
ple, the aspect category (C) and opinion term (O)
are already in natural language form. The aspect
term (A) may not exist in the original sentence, in
which case it is considered an implicit aspect term
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Figure 1: An example of sentence tuple pairs generating
sentence target pairs.

‘NULL’, otherwise, it is directly regarded as natural
language form. Its mapping method is as follows:

PA(A) =

{
it if a = NULL

a otherwise
(6)

The sentiment intensity (I) will be directly re-
tained as a scoring standard in the natural language
generated after paraphrase generation, representing
the valence and arousal ratings for the given aspect
term. The final target sentence y generated can
form a mapping relationship with the original com-
ment sentence x, which is then directly fine-tuned
using the T5 pre-trained language model. When
there are multiple sentiment intensity quadruples
Q in a sentence x, the separator [SSEP] is used to
divide the multiple target sentences generated. Fig-
ure 1 shows an example of paraphrase generation.

4 Experiment

4.1 Experiment Details

The mt5-base (Xue et al., 2021) is a model pro-
posed by Google, pre-trained on the mC4 corpus,
and includes 101 languages, including Chinese. In
this work, the t5-base-chinese pre-trained model
is selected as the task model. The t5-base-chinese
is based on mt5-base, retaining only Chinese and
English for pre-training. Fine-tune training on T5-
base-Chinese. Both training and evaluation batch
sizes are set to 16; gradient_accumulate_steps is
set to 1, the learning rate is set to 3e-4, and the
number of training rounds is set to 10.

4.2 Main Results

Organizers use accuracy, recall, and F1-score to
evaluate the model. The higher these three metrics,
the better the model’s performance. A quadruple
is regarded as correct if and only if the four ele-
ments and their combination match those in the
gold quadruple. Table 1 shows the scores of the
three metrics: accuracy, recall, and F1-score, for
valence and arousal in this work.

A total of 7 teams submitted, and the published
F1-scores for valence, arousal, and valence-arousal
are as shown in Table 2. Our work is ranked fifth.

At the same time, this work also trained a T5
pre-trained model without using the paraphrase
generation paradigm, to comparatively evaluate the
model’s ability to extract aspect term, aspect cate-
gory, and opinion term in sentiment triplets. The
test model, which does not use paraphrase gener-
ation, directly maps the golden triplets containing
aspect term, aspect category, and opinion term as
the target sequence, forming a mapping with the
original comment sentence. The final test model
outputs predicted triplets for the input comments.
After manually removing some problematic test
data, the performance of this test model and the
task model on 900 test data in terms of accuracy, re-
call rate, and F1-score for the aforementioned three
types of sentiment elements is shown in Table 3.

4.3 Error Analysis

When the model processes some more complex
natural language sentences, it outputs some prob-
lematic target sentences: 1) ‘The watermelon and
strawberries are very fresh and delicious.’, this sen-
tence in chinese contains two aspect terms and two
opinion terms. Both opinion terms are expressions
of sentiment for the two aspect terms, and there
is no conjunction between the two opinion terms.
The model has difficulty correctly matching aspect
terms with opinion terms for comments that have
multiple aspect terms and opinion terms without
direct conjunctions, resulting in the repeated output
of the same target sentence: ‘Food#quality valence
is 6.75 arousal is 6.25 because watermelon is deli-
cious’. When a conjunction is added between the
two opinion terms, the model’s output is normal; 2)
Due to the diversity of Chinese language forms, the
model struggles to process some idioms or longer
comments. In the output of target sentences, it will
manifest as the target sentence not conforming to
the rules of paraphrase generation paradigms, such
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Precision Recall F1-score
Valence 0.484 0.480 0.482
Arousal 0.441 0.437 0.439

V-A 0.333 0.330 0.331

Table 1: The scores of the model’s valence, arousal, and
valence-arousal on accuracy, recall, and F1-score.

Team Valence-F1 Arousal-F1 V-A-F1
HITSZ-HLT 0.567 0.526 0.417
CCIIPLab 0.555 0.507 0.389
ZZU-NLP 0.522 0.489 0.376

SUDA-NLP 0.487 0.444 0.336
JN-NLP (ours) 0.482 0.439 0.331

BIT-NLP 0.470 0.434 0.329
USTC-NLP 0.438 0.437 0.312

Table 2: The F1-scores of the participating teams in
valence, arousal, and valence-arousal.

as the absence of a certain sentiment element in the
target sentence, or the appearance of multiple set-
ting words from paraphrase generation paradigms
in one target sentence, such as ‘valence is’, ‘arousal
is’, etc. The model still has limitations in the above
examples.

5 Conclusions

The goal of dimABSA subtask 3 is to extract sen-
timent intensity quadruples from online review
sentences in the catering industry, including as-
pect term, aspect category, opinion term, and the
valence-arousal representing sentiment intensity.
This work proposes a new paraphrase generation
paradigm, utilizing the dataset provided by the
dimABSA task, and ultimately achieves a model
based on the T5 pre-trained model fine-tuned for
training. This model uses the new paraphrase gen-
eration paradigm to facilitate Seq2Seq learning,
transforming sentiment intensity quadruples into
natural language target sentences, forming a map-
ping relationship with the review sentences. The
model can generate an output sentence according
to the paraphrasing rules for the input sentence, and
the sentiment intensity quadruples can be obtained
by processing the output sentence. By comparing
the performance of this work’s model with the test
model in extracting triples of aspect term, aspect
category, and opinion term, it is evident that this
work’s model performs better.

Model precision recall F1-score
test model 0.434 0.395 0.414

JN-NLP (ours) 0.462 0.470 0.466

Table 3: Comparison of the test model and our model
in terms of accuracy, recall, and F1-score on predicting
sentiment triplets.

Limitations

After training the model with the paraphrase gen-
eration paradigm we proposed, it can complete the
task of extracting the sentiment intensity quadru-
ples. However, the model still has limitations in
predicting sentiment intensity. When a comment
contains multiple aspect terms, the model may pre-
dict the same score for the sentiment intensity of
multiple aspect terms. Moreover, due to the com-
plexity of the Chinese language, the model may
generate incorrect target sentences for some Chi-
nese comments.
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