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Abstract

The DimABSA task requires fine-grained senti-
ment intensity prediction for restaurant reviews,
including scores for Valence and Arousal di-
mensions for each Aspect Term. In this study,
we propose a Coarse-to-Fine In-context Learn-
ing(CFICL) method based on the Baichuan2-
7B model for the DimABSA task in the
SIGHAN 2024 workshop. Our method im-
proves prediction accuracy through a two-stage
optimization process. In the first stage, we
use fixed in-context examples and prompt tem-
plates to enhance the model’s sentiment recog-
nition capability and provide initial predictions
for the test data. In the second stage, we encode
the Opinion field using BERT and select the
most similar training data as new in-context ex-
amples based on similarity. These examples in-
clude the Opinion field and its scores, as well as
related opinion words and their average scores.
By filtering for sentiment polarity, we ensure
that the examples are consistent with the test
data. Our method significantly improves predic-
tion accuracy and consistency by effectively uti-
lizing training data and optimizing in-context
examples, as validated by experimental results.

1 Introduction

Aspect-Based Sentiment Analysis (ABSA) (Pontiki
et al., 2014; 2015; 2016) is a critical NLP research
topic that aims to identify the aspects of a given
entity and analyze the sentiment polarity associated
with each aspect. ABSA involves predicting tuples
of sentiment elements for a given text, with four
main elements constituting the focus of ABSA re-
search: aspect term (a), aspect category (c), opinion
term (0), and sentiment polarity (s)(Zhang et al.,
2022).

Early studies on ABSA primarily focused on sin-
gle sentiment elements such as aspect term (Liu
etal., 2015; Ma et al., 2019), aspect category (Zhou
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et al., 2015), or sentiment polarity (Wang et al.,
2016; Chen et al., 2017). However, recent research
has introduced compound ABSA tasks involving
multiple associated elements. These include As-
pect Sentiment Triplet Extraction (ASTE) (Peng
et al., 2020; Yuan et al., 2023; Chen et al., 2021;
Mao et al., 2021; Wu et al., 2020; Xu et al., 2020;
Zhang et al., 2020), which extracts three elements
in a triplet—aspect/target term, opinion term, and
sentiment polarity.

Furthermore, Aspect Sentiment Quadruple Pre-
diction (ASQP)(Zhang et al., 2021; Cai et al., 2021;
Gao et al., 2022; Mao et al., 2022; Peper and Wang,
2022; Zhou et al., 2023) extends ASTE by includ-
ing an additional aspect category, thus constructing
a quadruple. In contrast to representing affective
states as discrete classes (i.e., polarity), there is
also a dimensional approach that represents affec-
tive states as continuous numerical values, such as
in the valence-arousal (VA) space (Russell, 1980),
providing more fine-grained emotional information
(Lee et al., 2022). For example, in the sentence
TR BIEFEIRE M IFIZ - 7, the corresponding
elements are “#5 E R (aspect term), “EY)#ih
it (aspect category), “#BYFIZ” (opinion term),
and “7.5#7.25” (valence#arousa score).

Resently, large language models (LLMs)(Brown
et al., 2020; Touvron et al., 2023) have shown an
impressive few-shot ability on several NLP tasks.
To expect LLMs to perform better on few-shot
tasks, in-context learning (ICL)(Dong et al., 2022)
paradigm is becoming a flourishing research direc-
tion. This paradigm can generate a prediction of the
test input by conditioning on few-shot input-output
examples (also known as in-context examples or
demonstrations), without requiring any updates to
parameters. Previous studies (Liu et al., 2022; Min
et al., 2022) found that LLMs are highly sensi-
tive to the choice of in-context examples. One
typical strategy for retrieving helpful in-context ex-
amples is to leverage the overall semantic similar-
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ity between the candidate examples and test input.
Further research has shown that retrieving highly
relevant examples across multiple dimensions has
achieved significant performance improvements in
multi-domain ABSA tasks(Yang et al., 2024).

Supervised Fine-Tuning (SFT) is a method that
involves further training a pre-trained model using
a labeled dataset to achieve better performance on
specific tasks. In-context learning helps the model
understand the task by providing a few examples
during inference, but its performance is often lim-
ited by the selection and number of examples. SFT,
on the other hand, directly trains on a large amount
of labeled data, allowing the model to deeply under-
stand various aspects of the task, thereby exhibit-
ing higher accuracy and consistency in practical
applications and achieving good performance on
specific tasks(Zhang et al., 2024).

Our study addresses the DIimABSA task at the
SIGHAN 2024 workshop by proposing a two-stage
context learning method based on the Baichuan2-
7B(Yang et al., 2023) model to improve the accu-
racy of fine-grained sentiment intensity prediction
for restaurant reviews. Our work consists of two
main stages: In the first stage, we use fixed con-
text examples to train the model, enhancing its
ability to recognize sentiment elements. In the sec-
ond stage, we utilize the Chinese BERT(Devlin
et al., 2018) to encode the Opinion field and se-
lect the most similar training data as new context
examples based on similarity calculations, thereby
further improving the model’s prediction accuracy
and granularity. Experimental results show that our
method significantly enhances the model’s perfor-
mance in both valence and arousal dimensions and
effectively reduces sentiment polarity bias. Over-
all, our approach provides an efficient solution for
the DimABSA task and offers valuable insights for
the optimization of future fine-grained sentiment
analysis models.

2 Background

The Chinese Dimensional Aspect-Based Sentiment
Analysis (dimABSA)(Lee et al., 2024) shared task
is part of the SIGHAN 2024 workshop'. This
task focuses on providing fine-grained sentiment
intensity predictions for each extracted aspect of a
restaurant review. The four sentiment elements are
defined as follows:

Aspect Term (A): Denotes an entity indicating

"https://dimabsa2024.github.io

the opinion target. If the aspect is omitted and not
mentioned clearly, "NULL" is used to represent
the term. Aspect Category (C): Represents a pre-
defined category for the explicit aspect within the
restaurant domain. The categories are based on the
SemEval-2016 Restaurant dataset (Pontiki et al.,
2016) and include twelve categories, each split into
an entity and attribute using the symbol “#”. Opin-
ion Term (O): Describes the sentiment words or
phrases related to the aspects. Sentiment Inten-
sity (I): Reflects the sentiments using continuous
real-valued scores in the valence-arousal dimen-
sions. Valence indicates the degree of pleasant-
ness (positive or negative feelings), while arousal
indicates the degree of excitement or calmness.
Both dimensions use a nine-degree scale, where
1 denotes extremely high-negative or low-arousal
sentiment, 9 denotes extremely high-positive or
high-arousal sentiment, and 5 denotes neutral or
medium-arousal sentiment. This task aims to evalu-
ate the capability of automatic systems for Chinese
dimensional ABSA and is divided into three sub-
tasks:

Subtask 1: Intensity Prediction: Focuses on pre-
dicting sentiment intensities in the valence-arousal
dimensions. Given a sentence and a specific as-
pect, the system should predict the valence-arousal
ratings. Subtask 2: Triplet Extraction: Aims to ex-
tract sentiment triplets composed of three elements
(aspect, opinion, intensity) from a given sentence.
Subtask 3: Quadruple Extraction: Aims to extract
sentiment quadruples composed of four elements
(aspect, category, opinion, intensity) from a given
sentence.

Our team chose to participate in the more chal-
lenging second and third subtasks, and we achieved
third place in the evaluation task.

3 System Overview

We use Baichuan2-7B as the base model and pro-
pose a two-stage context learning method to im-
prove prediction accuracy in the DimABSA task.
This method incrementally optimizes the model
output through preliminary and refined prediction
stages, fully utilizing the information in the training
data. Our framework is shown in Figure 1.

Baichuan2(Yang et al., 2023) is a Chinese and
English bilingual language model. It achieved
the best performance among models of the same
size on standard benchmarks(C-Eval(Huang et al.,
2024), MMLU(Hendrycks et al., 2020)).
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Figure 1: The architecture of our system. The figure illustrates a two-stage in-context learning method based on
the Baichuan2-7B model to improve prediction accuracy in the DimABSA task. In the first stage, fixed in-context
examples (Fixed ICL) are used to process training data. The model’s sentiment recognition ability is enhanced
through a prompt template, and initial predictions are made for the test data. In the second stage, the Opinion field is
encoded using BERT, and the most similar training data is selected as new in-context examples based on similarity.
These examples include the Opinion field and its scores, as well as related opinion words and average scores.
Sentiment polarity filtering ensures that the in-context examples are consistent with the test data. Finally, these
new in-context informations are input into the model along with the test data for re-prediction, yielding optimized

quadruple results.

3.1 Fixed In-context Learning Stage

In the first stage, we utilize a few-shot learning
method to process the training data. Specifically,
we prepare three fixed context examples for each
training sample and input these examples along
with the training data into the model. This approach
allows the model to learn task-related features from
limited context information. After training, we use
the trained model to predict the test data and obtain
preliminary quadruplet results (aspect, category,
opinion, intensity).

3.2 Example Retrieval Enhancement Stage

The objective of the second stage is to further en-
hance the model’s prediction accuracy through sim-
ilarity calculation and context example optimiza-
tion. First, we use a BERT model to encode the
Opinion field of each data label and calculate the
cosine similarity between the Opinion encoding
of each test data and that of each training data.
The similarity calculation results are used to select
the three most similar training data as new con-
text examples. These examples include not only
the Opinion fields and their scores but also related
opinion words and their average scores, providing
more detailed reference information.

To prevent significant bias in emotional polar-
ity, we filter candidate examples based on the Va-
lence scores predicted in the first stage, ensuring
that the selected context examples are consistent
with or similar to the current test data in terms of

emotional polarity. Then, we input the new context
examples along with the test data into the model for
re-prediction, ultimately obtaining the optimized
quadruplet prediction results.

This two-stage method significantly improves
the model’s prediction performance. The prelimi-
nary prediction in the first stage lays the foundation
for the refined prediction in the second stage. The
second stage, through similarity calculation and
context example optimization, further enhances the
accuracy and granularity of the prediction results.
The overall method not only fully utilizes the infor-
mation in the training data but also effectively re-
duces the impact of emotional polarity bias through
careful filtering and context construction.

4 Experimental Setup

4.1 Dataset

The DimABSA dataset provided by the evaluation
organizers includes 6000 training samples, 100 vali-
dation samples, and 2000 test samples of restaurant
reviews. These data provide a substantial founda-
tion for model training, validation, and final eval-
uation. The innovation of this evaluation task lies
in the requirement to assign scores for valence and
arousal dimensions to each aspect term, which is
also the main challenge of the task.

We conduct a detailed examination of the sam-
ple distribution in these two dimensions and the
correlation between the scores. Figure 2 shows
the sample distribution for the valence and arousal
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Figure 2: The distribution of valence and arousal scores of train dataset
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Figure 3: The distribution of continuous real-valued
scores in the valence-arousal dimensions

dimensions, respectively. It can be seen that there
are more samples with low valence scores (4-5)
and more samples with high valence scores (6-7).
The majority of arousal scores are concentrated
between 5 and 7, with fewer samples at extreme
values. Figure 3 shows the scatter plot of valence
and arousal scores, illustrating the relationship be-
tween these two dimensions.

Through our analysis, we find that the distribu-
tion characteristics of this dataset align with those
of The Chinese EmoBank (Lee et al., 2022), a
dimensional sentiment resource. The reasonable
distribution of valence and arousal dimensions pro-
vides authentic and effective data support for model
training, helping the model to make accurate predic-
tions under different levels of emotional intensity.

4.2 TImplementation Details

We use Baichuan2-7B as our base model. During
training, we use a batch size of 4 and a gradient

accumulation step size of 4. We further employ the
Adam optimizer with a learning rate of 8 x 107>,
The training employs the LoRA efficient tuning
method with precision set to fp16. We conduct the
training on an NVIDIA V100 GPU.

4.3 Evaluation Metrics

First, the valence and arousal values are rounded
to an integer. Next, a triplet/quadruple is regarded
as correct if and only if the three/four elements
and their combination match those in the gold
triplet/quadruple. On this basis, we calculate the
Precision, Recall, and F1-score as the evaluation
metrics, defined as the following equations.

TP
Precision = TP FP (1)
TP
ll= ————— 2
Recall = 75T N @

Pl 2 x Prectsion * Recall

Precision + Recall )
where TP, FP, and FN denote true positives,
false positives, and false negatives, respec-
tively. Precision is defined as the percentage
of triplets/quadruples extracted by the system
that are correct. Recall is the percentage of
triplets/quadruples present in the test set found by
the system. The F1-score is the harmonic mean of
precision and recall. All metrics range from O to 1.
A higher Precision, Recall, and F1 score indicate
more accurate performance. A system’s overall
ranking is based on the F1 score. The higher the
F1 score, the better the system performance.
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method V-Quat-F1 A-Quat-F1 VA-Quat-F1
4 shot+Prompt1 0.53 0.38 0.27
4 shot+Prompt2 0.54 0.46 0.32
4 shot+Instruction Tuning 0.61 0.47 0.32
Coarse-to-Fine ICL+Instruction Tuning 0.62 0.51 0.38

Table 1: Evalution dataset results for quadruple extraction task

task

V-F1 A-F1 VA-F1

Triplet Extraction

Quadruple Extraction

0.542 0.507 0.389
0.522 0.489 0.376

Table 2: The result of test dataset for triplet and quadruple extraction

4.4 Evaluation Results

Each metric for the valence and arousal dimen-
sions is calculated and ranked either independently
or in combination. Precision is defined as the per-
centage of triplets/quadruples extracted by the sys-
tem that are correct. Recall is the percentage of
triplets/quadruples present in the test set found by
the system. The F1-score is the harmonic mean of
precision and recall. All metrics range from O to 1.
A higher Precision, Recall, and F1 score indicate
more accurate performance.

Previous research has shown that within certain
limits, the performance of large language models
improves with an increasing number of context
examples. Considering computational constraints,
we fine-tune Baichuan2-7B using four manually
selected context examples. The selection criteria
aim to ensure that examples are diverse and rep-
resentative of the most common features in the
dataset, thereby optimizing model performance to
the greatest extent.

Additionally, adjustments to the prompt template
significantly impact model performance. We use
ChatGPT to optimize the logic and content quality
of the prompt templates, emphasizing specific task
characteristics and common pitfalls to further refine
the templates. The initial template (prompt1) and
the optimized template (prompt2) will be shown
in the appendix. Experimental results indicate that
the optimized prompt2 improves performance by
five percentage points.

Instruction-tuning is a method to enhance the
model’s understanding of task instructions, thereby
improving its generalization ability in specific tasks.
Based on the above strategy for prompt adjustment,
we design ten task templates for the model to ran-
domly choose from, aiming to help the model com-

prehensively understand the task. After incorporat-
ing instruction-tuning, the V-Quat-F1 and A-Quat-
F1 scores of the model’s predictions improve, but
the VA-Quat-F1 score shows no significant change.
This suggests that while the model’s understand-
ing of valence and arousal dimensions improves
individually, it does not adequately address the con-
sistency between these two dimensions.

Given the challenge of this task, which re-
quires scoring aspect sentiment in two dimen-
sions—particularly the more difficult arousal di-
mension—we further optimize context examples
using initially predicted test set label information
and provide the model with more granular word-
level standard score information. Specifically, in
the second stage, we use an example retrieval
method to find 3 to 5 context examples for each
data sample and provide more than three word-
level standard score examples. By providing dual-
granularity information (sentence-level context ex-
amples and word-level standard scores), the predic-
tion scores for both valence and arousal dimensions
improve further. More importantly, the consistency
between these two dimensions also significantly im-
proves, with the VA-Quat-F1 score reaching 0.38.
Detailed experimental results on the validation set
are shown in Table 1.

Finally, the test results on the test set are shown
in Table 2. For the triplet extraction task, we ignore
the "category" aspect and adopt the same strategy,
achieving good results as well. This further vali-
dates the effectiveness and broad applicability of
our method.

4.5 Case Study

As shown in figure 4, after adopting the optimized
examples, the reference for the term "my love"
in the predictions becomes more precise. Initially,
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Figure 4:

when using fixed examples, the valence and arousal
scores for "my love" are 6.5 and 6.0, respectively.
Although these scores reflect a certain level of emo-
tional intensity, they are not entirely accurate. By
employing optimized examples in the second phase,
we provide more relevant context. In the optimized
example, the sentence "This salad is really my
love." corresponds to valence and arousal scores of
7.50 and 7.25, respectively. These scores capture
the emotional nuances more effectively. Consid-
ering this more fitting example, we re-predict the
scores for "Homemade hummus is my love," result-
ing in adjusted valence and arousal scores of 7.0
and 7.0. These revised scores are more reasonable,
demonstrating that using optimized context exam-
ples can significantly improve the accuracy and
consistency of predictions, thereby better meeting
the demands of fine-grained sentiment analysis.

5 Conclusion

This study proposes a two-stage context learning
method based on the Baichuan2-7B model for the
DimABSA task at the SIGHAN 2024 workshop.
The task requires fine-grained sentiment intensity
prediction for restaurant reviews.

In the first stage, we enhance the model’s senti-
ment element recognition ability using fixed con-
text examples. In the second stage, we utilize
BERT to encode the Opinion field and select the
most similar training data based on similarity cal-
culation as new context examples. These relevant
examples improve the accuracy of sentiment inten-
sity prediction.

Experimental results show that our two-stage
method significantly enhances the accuracy and
granularity of predictions. The method effectively
utilizes training data and reduces sentiment polarity
bias.

B . # RS A ,6.5#6.0; ‘
WEELTILRANSH: (RA0E,7 504725, RIF (Bt S )
5.,6.38#6.03]

Case Study

Overall, our approach provides an efficient solu-
tion for the DimABSA task and offers valuable in-
sights for optimizing future models for fine-grained
sentiment analysis.

Limitations

Although our proposed method demonstrates
significant performance improvements in the
DimABSA task, there are still some limitations.
First, our method focuses on enhancing the accu-
racy of sentiment intensity prediction, without fur-
ther optimization for the Aspect field and its Cat-
egory. Second, the success of the second stage is
relatively dependent on the accuracy of the simi-
larity measure between the Opinion field and the
training data, and the issue of error propagation
requires further analysis and discussion. Addition-
ally, our method has high computational resource
demands, especially when performing large-scale
data training and optimization. This could limit its
practicality and widespread adoption in real-world
applications.

Acknowledgments

We express our gratitude to the organizers for pro-
viding such an inspiring competition and resolving
our questions patiently. We would like to express
our sincere gratitude to those who have provided
detailed suggestions for our paper. Their diligent
efforts are greatly appreciated.

References

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877-1901.

117



Hongjie Cai, Rui Xia, and Jianfei Yu. 2021. Aspect-
category-opinion-sentiment quadruple extraction
with implicit aspects and opinions. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 340-350.

Peng Chen, Zhonggian Sun, Lidong Bing, and Wei Yang.
2017. Recurrent attention network on memory for
aspect sentiment analysis. In Proceedings of the 2017
conference on empirical methods in natural language
processing, pages 452-461.

Shaowei Chen, Yu Wang, Jie Liu, and Yuelin Wang.
2021. Bidirectional machine reading comprehension
for aspect sentiment triplet extraction. In Proceed-
ings of the AAAI conference on artificial intelligence,
volume 35, pages 12666-12674.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Zhiy-
ong Wu, Baobao Chang, Xu Sun, Jingjing Xu, and
Zhifang Sui. 2022. A survey on in-context learning.
arXiv preprint arXiv:2301.00234.

Tianhao Gao, Jun Fang, Hanyu Liu, Zhiyuan Liu, Chao
Liu, Pengzhang Liu, Yongjun Bao, and Weipeng Yan.
2022. Lego-absa: A prompt-based task assemblable
unified generative framework for multi-task aspect-
based sentiment analysis. In Proceedings of the 29th
international conference on computational linguis-
tics, pages 7002-7012.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou,
Mantas Mazeika, Dawn Song, and Jacob Steinhardt.
2020. Measuring massive multitask language under-
standing. arXiv preprint arXiv:2009.03300.

Yuzhen Huang, Yuzhuo Bai, Zhihao Zhu, Junlei
Zhang, Jinghan Zhang, Tangjun Su, Junteng Liu,
Chuancheng Lv, Yikai Zhang, Yao Fu, et al. 2024.
C-eval: A multi-level multi-discipline chinese evalua-
tion suite for foundation models. Advances in Neural
Information Processing Systems, 36.

Lung-Hao Lee, Jian-Hong Li, and Liang-Chih Yu.
2022. Chinese emobank: Building valence-arousal
resources for dimensional sentiment analysis. Trans-
actions on Asian and Low-Resource Language Infor-
mation Processing, 21(4):1-18.

Lung-Hao Lee, Liang-Chih Yu, Suge Wang, and Jian
Liao. 2024. Overview of the sighan 2024 shared task
for chinese dimensional aspect-based sentiment anal-
ysis. In Proceedings of the 10th SIGHAN Workshop
on Chinese Language Processing.

Jiachang Liu, Dinghan Shen, Yizhe Zhang, Bill Dolan,
Lawrence Carin, and Weizhu Chen. 2022. What
makes good in-context examples for gpt-3? DeeLlO
2022, page 100.

Pengfei Liu, Shafiq Joty, and Helen Meng. 2015. Fine-
grained opinion mining with recurrent neural net-
works and word embeddings. In Proceedings of the
2015 conference on empirical methods in natural
language processing, pages 1433-1443.

Dehong Ma, Sujian Li, Fangzhao Wu, Xing Xie,
and Houfeng Wang. 2019. Exploring sequence-to-
sequence learning in aspect term extraction. In Pro-
ceedings of the 57th annual meeting of the associa-
tion for computational linguistics, pages 3538-3547.

Yue Mao, Yi Shen, Jingchao Yang, Xiaoying Zhu, and
Longjun Cai. 2022. Seq2path: Generating sentiment
tuples as paths of a tree. In Findings of the Associa-
tion for Computational Linguistics: ACL 2022, pages
2215-2225.

Yue Mao, Yi Shen, Chao Yu, and Longjun Cai. 2021. A
joint training dual-mrc framework for aspect based
sentiment analysis. In Proceedings of the AAAI con-

ference on artificial intelligence, volume 35, pages
13543-13551.

Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel Artetxe,
Mike Lewis, Hannaneh Hajishirzi, and Luke Zettle-
moyer. 2022. Rethinking the role of demonstrations:
What makes in-context learning work? In EMNLP.

Haiyun Peng, Lu Xu, Lidong Bing, Fei Huang, Wei Lu,
and Luo Si. 2020. Knowing what, how and why: A
near complete solution for aspect-based sentiment
analysis. In Proceedings of the AAAI conference on
artificial intelligence, volume 34, pages 8600-8607.

Joseph J Peper and Lu Wang. 2022. Generative
aspect-based sentiment analysis with contrastive
learning and expressive structure. arXiv preprint
arXiv:2211.07743.

Maria Pontiki, Dimitris Galanis, Haris Papageor-
giou, Ion Androutsopoulos, Suresh Manandhar, Mo-
hammed AL-Smadi, Mahmoud Al-Ayyoub, Yanyan
Zhao, Bing Qin, Orphée De Clercq, et al. 2016.
Semeval-2016 task 5: Aspect based sentiment anal-
ysis. In ProWorkshop on Semantic Evaluation
(SemEval-2016), pages 19-30. Association for Com-
putational Linguistics.

James A Russell. 1980. A circumplex model of af-
fect. Journal of personality and social psychology,
39(6):1161.

Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-
bert, Amjad Almahairi, Yasmine Babaei, Nikolay
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti
Bhosale, et al. 2023. Llama 2: Open founda-
tion and fine-tuned chat models. arXiv preprint
arXiv:2307.09288.

Yequan Wang, Minlie Huang, Xiaoyan Zhu, and
Li Zhao. 2016. Attention-based Istm for aspect-level
sentiment classification. In Proceedings of the 2016
conference on empirical methods in natural language
processing, pages 606-615.

118



Zhen Wu, Chengcan Ying, Fei Zhao, Zhifang Fan,
Xinyu Dai, and Rui Xia. 2020. Grid tagging scheme
for aspect-oriented fine-grained opinion extraction.
arXiv preprint arXiv:2010.04640.

Lu Xu, Hao Li, Wei Lu, and Lidong Bing. 2020.
Position-aware tagging for aspect sentiment triplet
extraction. arXiv preprint arXiv:2010.02609.

Aiyuan Yang, Bin Xiao, Bingning Wang, Borong Zhang,
Ce Bian, Chao Yin, Chenxu Lv, Da Pan, Dian Wang,
Dong Yan, et al. 2023. Baichuan 2: Open large-scale
language models. arXiv preprint arXiv:2309.10305.

Songhua Yang, Xinke Jiang, Hanjie Zhao, Wenxuan
Zeng, Hongde Liu, and Yuxiang Jia. 2024. FaiMA:
Feature-aware in-context learning for multi-domain
aspect-based sentiment analysis. In Proceedings of
the 2024 Joint International Conference on Compu-
tational Linguistics, Language Resources and Eval-
uation (LREC-COLING 2024), pages 7089-7100,
Torino, Italia. ELRA and ICCL.

Li Yuan, Jin Wang, Liang-Chih Yu, and Xuejie Zhang.
2023. Encoding syntactic information into trans-
formers for aspect-based sentiment triplet extraction.
IEEE Transactions on Affective Computing.

Chen Zhang, Qiuchi Li, Dawei Song, and Benyou Wang.
2020. A multi-task learning framework for opinion
triplet extraction. arXiv preprint arXiv:2010.01512.

Hao Zhang, Yu-N Cheah, Osamah Mohammed Alyasiri,
and Jieyu An. 2024. Exploring aspect-based senti-
ment quadruple extraction with implicit aspects, opin-
ions, and chatgpt: a comprehensive survey. Artificial
Intelligence Review, 57(2):17.

Wenxuan Zhang, Yang Deng, Xin Li, Lidong Bing, and
Wai Lam. 2021. Aspect-based sentiment analysis
in question answering forums. In Findings of the
Association for Computational Linguistics: EMNLP
2021, pages 4582-4591.

Wenxuan Zhang, Xin Li, Yang Deng, Lidong Bing,
and Wai Lam. 2022. A survey on aspect-based senti-
ment analysis: Tasks, methods, and challenges. IEEE
Transactions on Knowledge and Data Engineering.

Junxian Zhou, Haiqin Yang, Yuxuan He, Hao Mou, and
Junbo Yang. 2023. A unified one-step solution for
aspect sentiment quad prediction. arXiv preprint
arXiv:2306.04152.

Xinjie Zhou, Xiaojun Wan, and Jianguo Xiao. 2015.
Representation learning for aspect category detec-
tion in online reviews. In Proceedings of the AAAI
conference on artificial intelligence, volume 29.

A Appendix

Prompt 1 AT —Ii i@ilﬂfnfﬂ%ﬁx&%
HE— AT, REA T TR R R
éﬂ(ﬁﬁ~ R~ WA~ R, ﬁﬁ"\n"/\ﬁnT
AP ICA -

B> U T 4H A AT T R A R A
SHVREE T T BURE, ISR BE T % T HT
B IR N, (FHA“NULL R ERIZAIE .
PRBRTNE SRR R A 2 — RIEH A
Wro TIE SRR BITH#IEHE - BT#NE -
BITHRTL . BY#MKS - BY#GTT - BY#h
_a-;’% R OB RS « DOBHESL T < TOBKHT

=5 FEHRE - RSHEE . e
oo WS U T IR B A - iR
FEFRRANT-MeBE R 4B, EP%WMJQ

N 28 R TR A BE AR e D00 R BE (7 4 - R >4)
Ml QR IG 28 A9 K CRER -4 A A
PRETEE R A 1.0 31 9.0 7R FHng B 4% 5
ERIED 1 FORARE U AR R R R, A
[, 9 RoRRE IETH A S LRI R, 5 RoR
PEFN A SRR R - KRR NEURUE AL, 3K
fr-MEFRAE LA#97FR -

RFIEIT: examples

HN TR

45 i H

Prompt 1 in English: Extract sentiment quads.
Given a sentence, extract all sentiment quads (as-
pect, category, opinion, intensity) in the sentence,
separated by "\n".

In each quad, the "aspect" is the specific
aspect or feature of the object being evaluated
in the sentence. If the aspect is omitted or not
explicitly mentioned, use "NULL" to represent the
term. The "category" is one of the predefined 12
categories, determined based on common sense.
The predefined categories are: Restaurant#General,
Restaurant#Price, Restaurant#Miscellaneous,
Food#Price, Food#Quality, Food#Portion and
Style, Drink#Price, Drink#Quality, Drink#Portion
and Style, Ambience#General, Service#General,
Location#General. The "opinion" is the sen-
timent word or phrase describing the aspect.
The "intensity" refers to the two-dimensional
emotion intensity of Valence-Arousal, where
valence represents the overall pleasantness of
the emotional experience (happy-unhappy), and
arousal represents the intensity level of the emotion
(calm-excited). Each indicator ranges from 1.0
to 9.0. A value of 1 on the valence and arousal
dimensions indicates extremely negative and low
arousal emotions, respectively, while 9 indicates
extremely positive and high arousal emotions, and
5 indicates neutral and medium arousal emotions.
Values should be precise to two decimal places,
with valence and arousal values separated by #.

Example: examples

For the sentence:
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Provide the output:
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Prompt 2 in English: Execute a task of extracting
sentiment quadruples. Given a sentence, extract all
sentiment quadruples from it, including aspect, cat-
egory, opinion, and intensity, and separate different
quadruples with "\n".

Each quadruple includes the following elements:

"Aspect" refers to the specific aspect or feature
of the evaluated object in the sentence. If the
aspect is not explicitly mentioned, use "NULL" to
represent it. "Category"” is one of the predefined
categories judged based on common sense. There
are 12 predefined categories: Restaurant#General,
Restaurant#Prices,  Restaurant#Miscellaneous,
Food#Prices, Food#Quality, Food#Style and Op-
tions, Drinks#Prices, Drinks#Quality, Drinks#Style
and Options, Ambience#General, Service#General,
and Location#General. "Opinion" is the emotional
word or phrase regarding the specific aspect of
the evaluated object. "Intensity" represents the
valence and arousal of the emotion, where valence
indicates the overall pleasantness of the emotional
experience (happy-unhappy) and arousal indicates

examples

the intensity level of the emotion (calm-excited).
The range of valence and arousal is from 1.0 to
9.0, where 1 indicates extremely negative and low
arousal emotion, 9 indicates extremely positive
and high arousal emotion, and 5 indicates neutral
and moderate arousal emotion. The valence and
arousal values are separated by # and precise to
two decimal places. The output format should
strictly follow the format of the following example:
(aspect, category, opinion, intensity). Each
quadruple should be enclosed in parentheses, and
do not output any irrelevant information. Each
opinion is the most granular emotional word, and a
corresponding quadruple should be generated for
each extracted opinion.

Example: examples

Given the sentence:

Provide the output:
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