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Abstract

The TMAK-Plus team proposes a Multi-
Agent Collaboration (MAC) model for the
dimensional Aspect-Based Sentiment Analy-
sis (dimABSA) task at SIGHAN-2024. The
MAC model leverages Neuro-Symbolic Al to
solve dimABSA transparently and rationally
through symbolic message exchanges among
generative Al agents. These agents collab-
orate on aspect detection, opinion detection,
aspect classification, and intensity estimation.
We created 8 sentiment intensity agents with
distinct character traits to mimic diverse sen-
timent perceptions and average their outputs.
The Al agents received clear instructions and
20 training examples to ensure task understand-
ing. Our results suggest that the MAC model
is effective in solving the dimABSA task and
offers a transparent and rational approach to un-
derstanding the solution process.

1 Introduction

We consider the dimABSA task a challenging sen-
timent analysis problem (Cai et al., 2021; Pontiki
et al., 2016) that requires a deep understanding of
natural language and the ability to sense sentiments
with distinct character traits. Specifically, aspect
detection, opinion detection, and aspect classifica-
tion account for distinct sentiment analysis abil-
ities, while intensity estimation requires a com-
prehensive understanding of valence and arousal
intensities corresponding to the empathetic senti-
ment sensitivity of different individuals.

To address the dimABSA task, we propose a
MAC model that sequentially solves the aforemen-
tioned challenges, as shown in Figure 1. The
model consists of GPT-40 (gpt-40-2024-05-13)
powered generative neural Al agents, including
AD, OD, CD, AC, OC, CC, and IE. We pair AD
and AC for collaborative aspect detection, OD and
OC for collaborative opinion detection, and CD
and CC for collaborative aspect classification. IE
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Figure 1: MAC model in the dimABSA Task. The
central dimABSA Manager (DM) agent manages the
overall collaboration, reading the input sentence, gen-
erating the dimABSA result, and coordinating other
agents. These agents include the Aspect Detector (AD)
and Opinion Detector (OD) for sentiment term extrac-
tion, the Category Detector (CD) for aspect classifica-
tion, the Aspect Critic (AC), Opinion Critic (OC), and
Category Critic (CC) for critical evaluation, and the In-
tensity Estimator (IE) for averaging sentiment intensi-
ties from 8 distinct estimators. All messages, including
the input sentence, output quadruples, and intermediate
results, are exchanged in JSON format.

averages the sentiment intensities from 8 estima-
tors with distinct character traits. All agents ex-
change messages in JSON format, including the
detected results or critical feedback, in a symbolic
manner to ensure transparency and rationality.
Unlike previous approaches that focus on the
end-to-end training of a single neural network with
a particular training set (Chen et al., 2021; Mao
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etal.,2021,2022; Pengetal., 2020; Xu et al., 2020;
Peper and Wang, 2022; Zhang et al., 2021), the
MAC model is powered by multiple generative Al
agents. These agents require only a few training
examples and clear instructions to perform their
tasks in a more robust manner and generalize eas-
ily to out-of-domain data. Our results demonstrate
that MAC provides a generalizable and transpar-
ent Neuro-Symbolic Al framework for solving key
phrase detection, multi-class classification, and re-
gression tasks that require a deep understanding of
natural language.
The main contributions are as follows:

* We propose a transparent and rational MAC
model for the dimABSA task.

* We provide a new paradigm of Neuro-
Symbolic Al powered by generative Al with
symbolic collaboration.

* We demonstrate the effectiveness and gener-
alizability of MAC in solving a challenging
sentiment analysis task.

2 MAC Model for dimABSA

2.1 Formal Definition of dimABSA

The dimABSA task consists of 3 subtasks:
Subtask 1: Intensity Prediction involves pre-
dicting sentiment intensities (i) in the valence and
arousal (v#a) dimensions for given aspect terms in
a sentence.

Subtask 2: Triplet Extraction requires extracting
sentiment triplets composed of an aspect term (a),
an opinion term (0), and their corresponding inten-
sity (i).

Subtask 3: Quadruple Extraction focuses on ex-
tracting sentiment quadruples that include an as-
pect term (a), an aspect category (c), an opinion
term (0), and their intensity (i).

We use the following running example through-
out this paper. The example is presented in tradi-
tional Chinese with an English translation for clar-
ity and analysis purposes.

{

"k": "RO645:5125",

"s": "EFHSNERE-EESNEERENMN T TEM
B TERNTZ - ",

e_s: "This steak is coated with a layer of
breadcrumbs on the outside, making it
look quite tender. When you bite into
it, the crust is crispy and crunchy
and really delicious.",

llall: [II:‘:HFII’ "9#&", ll/_-':;;Fll] ,

e_a: ["steak", "crust", "steak"],
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["ey#mE", "BY+RE", "BYPLRE"],
["food#quality", "food#quality",
"food#quality"],

["&imes", “ERAR", “"EAFIEZ"],

["quite tender", "crispy",

"really delicious"],

["6.25#5.75", "6.62#6.0", "6.88#6.62"]

IICII .
e_c:

Iloll .
e_o:

nyn.

In this example, the aspect terms (a) are &4 #k
(steak) and #}57 (crust), the opinion terms (o) are
BHWA9 (quite tender), BRAf (crispy), and EiIFIZ
(really delicious), and the sentiment intensities (i)
are expressed as valence and arousal scores (v#a)
with v,a € [1,9].

2.2 MAC Model Architecture

Figure 2 illustrates the MAC model architecture
for the dimABSA task. This model integrates
multiple generative Al agents that collaborate to
perform the subtasks required for dimABSA. The
agents involved in this process include DM, AD,
AC, OD, OC, CD, CC, and various IE agents.

The DM agent manages the overall collabora-
tion, reading input sentences, generating results,
and coordinating the other agents. The AD agent
detects all sentiment aspects in a given sentence,
while the AC agent evaluates the performance of
AD and provides constructive feedback. The OD
agent detects sentiment opinions associated with
each aspect, and the OC agent evaluates the perfor-
mance of OD, offering feedback. The CD agent
classifies each aspect into predefined categories,
and the CC agent evaluates the performance of CD,
ensuring accuracy and consistency.

The 8 sentiment intensity estimators in the MAC
model reflect distinct human characters, grounded
in psychological and linguistic theories. Accord-
ing to the Big Five personality traits model (John
et al., 1999), human personalities can be catego-
rized into dimensions such as openness, consci-
entiousness, extraversion, agreeableness, and neu-
roticism, each influencing how individuals per-
ceive and react to emotional stimuli. Additionally,
the circumplex model of affect (Russell, 1980) pro-
vides a framework for understanding emotions in
a valence-arousal space. Integrating these perspec-
tives ensures the model captures a broad range
of human emotional responses, enhancing its ro-
bustness and generalizability. Specifically, the IE
agents estimate sentiment intensities analytically
(IE*), empathetically (IEF), critically (IE®), op-
timistically (IE?), realistically (IER), pessimisti-
cally (IE?), balanced (IEB), and intuitively (IE").
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Figure 2: MAC Model Architecture. This diagram illustrates the MAC prediction process, involving agents DM,
AD, AC, OD, OC, CD, CC, and intensity estimators (IE*, IEE, IEC, IE?, IER, IE?, IEB, IE"). Inputs and outputs
of subtasks T1, T2, and T3 are depicted, with T1 connecting to OD and T2&T3 connecting to AD. Outputs are
generated by DM + AVG, showing the entire prediction process. JSON-formatted messages flow between agents,

managed by DM.

The input for subtask T1 is processed by the OD
agent, as it already contains the aspect (a). In con-
trast, the input for subtasks T2 and T3, which only
contain the sentence (s), is processed by the AD
agent. Outputs of T1, T2, and T3 are generated
by the bottom agent DM + AVG, showing that all
final outputs are predicted through the entire pro-
cess, with variations only in their format.

Symbolic messages in JSON format are ex-
changed among these neural generative Al agents,
as depicted in Figure 2, ensuring a transparent and
rational approach to solving the dimABSA task.
Critic agents provide feedback messages (m) indi-
cating suggested results for aspects (a), categories
(¢), and opinions (0), while the original results
from detector agents do not include these symbols.
This new paradigm of Neuro-Symbolic Al not only
addresses the dimABSA problem but also provides
a general framework for solving key phrase de-
tection, multi-class classification, and regression
tasks.

3 Experimental Results

3.1 Experimental Setup

The dimABSA task provides a dataset with 3,000
training examples, each manually annotated with
aspect terms, aspect categories, opinion terms, and
sentiment intensities. There are also two test sets,
each containing 2,000 examples for subtask T1 and
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subtasks T2&T3. The detailed annotation guide-
lines and data splits are described in the official
summary paper of the dimABSA task (Lee et al.,
2024).

For T1, the evaluation metrics include Mean Ab-
solute Error (MAE) to measure the accuracy of pre-
dicted v and a scores, and Pearson Correlation Co-
efficient (PCC) to assess the correlation between
predicted and actual values. For T2&T3, Preci-
sion, Recall, and F1-score assess the accuracy of
the extracted triplets (a, o, 1) and quadruples (a, c,
0, 1). Detailed experimental setup can be found in
Appendix A.

3.2 Experimental Results

We report our experimental results in Tables 1 and
2, where V, A, and VA represent results related to
Valence, Arousal, and both Valence and Arousal,
respectively. Due to format issues, only the results
of T2 are officially ranked, while the results of T1
and T3 were post-processed and evaluated through
the post-evaluation process and are provided for
reference. Detailed result comparisons with other
participating teams are available in the summary
paper (Lee et al., 2024).

3.3 Result Analysis

We demonstrate the transparency and rationality of
the MAC model through the analysis of agent col-



Subtask V-MAE V-PCC A-MAE A-PCCA

T1Post 0.4706

0.9266

0.4618 0.6745

Table 1: Experimental Results for dimABSA subtask 1.

Subtask V-P V-R V-F1 A-P A-R A-F1 VA-P VA-R VA-F1
T2 25.64 2824 2688 29.31 3228 30.72 1497 1649 15.69
T3Post 23.85 26.19 2497 27.68 3040 2898 14.15 1554 14.81

Table 2: Experimental Results for dimABSA subtasks 2 and 3, in percentage.

laborations based on the running example provided
in Section 2.1. For a detailed analysis, please refer
to Appendix B.

Given the input restaurant review sentence, the
AD agent detects aspect terms (a) &4-#f (steak) and
4N (crust), consistent with the ground truth. The
AC agent evaluates AD’s performance, provides
critical feedback, and suggests results (1) with feed-
back messages (m).

Once AD and AC reach a consensus, DM for-
wards it to the OD agent to detect opinion terms (0).
The OC agent then evaluates OD’s performance,
pointing out that #0z (delicious) should be BE#J
371z (really delicious), aligning with the ground
truth. DM forwards the consensus to the CD agent
to classify aspect terms into predefined categories
(¢), and the CC agent evaluates CD’s performance
and concurs with its output.

Finally, DM forwards the consensus to 8 IE
agents, each with distinct character traits, to esti-
mate sentiment intensities and average their out-
puts as the consensus intensity (i). The final predic-
tion, shown below, correctly identifies aspects, cat-
egories, and opinions, and provides intensity val-
ues close to the ground truth.

{
"s": same_as_above,
llril : [
{llall : ll/_-':}jFll , IICII . llgq%#nﬂngll s
"o': "EHpE", "i": "6.06#5.56"},
{llall : llgb&ll , llcll . llﬁ:‘r%#nﬂngll s
lloll: IIM%%}%{;ZII’ IIilI: II6'71#6'22"},
{llall : llq:}jtll , llcll . llﬁ:‘l’%#nﬂngll s
lloll . lIEEI\]&%HZII’ llill . ll7'19#6‘72ll}’
]
}

4 Conclusion

In this paper, we proposed a MAC model for the
dimABSA task, representing a new paradigm of
Neuro-Symbolic Al. Our approach employs multi-
ple generative Al agents, each specializing in dif-
ferent subtasks, ensuring a robust and transparent
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workflow. The MAC model operates in a transpar-
ent and rational manner, demonstrated by its accu-
rate identification of aspects, categories, opinions,
and sentiment intensities. By incorporating agents
with distinct character traits, we mimic the senti-
ment receptions of different individuals, enhanc-
ing the model’s effectiveness. Additionally, the
use of generative Al agents with few-shot learn-
ing enables MAC to easily generalize to out-of-
domain data.

Future work will focus on addressing the hal-
lucination problem within the Neuro-Symbolic Al
framework, improving reliability and consistency
of outputs, and extending the model’s applicability
to other domains.

Limitations

This study presents several limitations that should
be considered. Firstly, few-shot learning with only
20 examples may not capture the full variability
and nuances of the data, potentially leading to
less robust models compared to those fine-tuned
with the entire dataset. While fine-tuning with the
entire dataset could improve task-specific perfor-
mance, it may reduce the generalization ability of
the agents, making them less adaptable to unseen
data or different domains. Future research could
investigate hybrid learning approaches that inte-
grate the strengths of both few-shot and full dataset
methods to enhance model robustness and general-
izability.

Although the critic multi-agent collaboration
(MAC) framework effectively mitigates error
propagation, the sequential nature of the model
could still lead to cumulative errors if initial detec-
tions are flawed. Future efforts could focus on de-
veloping more sophisticated error correction mech-
anisms and exploring alternative architectures that
reduce the dependency on initial accuracy, thereby
further minimizing the risk of error propagation.

Utilizing advanced models like GPT-40 requires



substantial computational resources, which might
not be accessible to all researchers or practition-
ers. Additionally, the cost of calling the GPT-40
API may be a limitation for refining the agents
or the MAC framework. Future research could
explore fine-tuning more recent open-source large
language models, such as LLaMA-3 (Meta, 2024)
and Phi-3 (Abdin et al., 2024), as cost-effective
alternatives. Fine-tuning these models could mit-
igate the financial and computational constraints
while maintaining high performance and accessi-
bility.

Despite efforts to ensure transparency, the com-
plexity of the multi-agent system might make it
challenging to interpret individual agent decisions
and their contributions to the overall output. En-
hancing model interpretability remains a crucial
area for future work, potentially through improved
visualization techniques and the development of
methods to clearly attribute specific decisions to
individual agents within the system.

Furthermore, the scalability of the proposed
method to other languages, domains, or larger
datasets has not been fully explored and might
present additional challenges. Future research
could test the scalability and adaptability of the
MAC framework across various languages, do-
mains, and dataset sizes to evaluate its broader ap-
plicability and performance.
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A Detailed Experimental Setup

This section details the comprehensive templates
utilized for various agents in our study, along with
methods for hyper-parameter configuration and
sample selection strategies. The templates stan-
dardize procedures and outputs, ensuring consis-
tency and reproducibility across different experi-
ments.

Below are the templates for different agents, in-
cluding detection agents and critic agents. Each
template specifies the agent’s name, task descrip-
tion, input and output formats, and examples. The
JSON formats ensure structured input data and out-
put results. For critic agents, additional instruc-
tions on identifying potential errors and providing
feedback are included.

Agent Name: {AgentName}

Task Description: {TaskDescription}

1. Read the input in the following JSON
format: {JSONInput}

2. Assess and identify {AgentTargets}.

3. Output the results strictly in the
following JSON format: {JSONOutput}

Examples:
[{Example}]

Agent Name: {CriticAgentName}

Task Description: {CriticTaskDescription}

1. Read the input in the following JSON
format:{CriticJSONInput}

2. Identify potential {ErrorTypes}.

3. Provide feedback and suggestions in the
following JSON format: {CriticJSONOutput}

Examples:

[{CriticExamplel}]

The JSON formats for inputs and outputs can be
found in Appendix B, with sample strings replaced
by symbols: (s) for sentence, (a) for aspect, (c)
for category, (o) for opinion, and (i) for intensity.
For critic JSON, critic strings are represented as
(a), (€), (0), and (i). The message from the critic
agent is denoted as (m).

Samples for few-shot learning are selected ran-
domly from the training dataset and fixed using
a seed value of 41. This modified stratified sam-
pling method respects the original distribution of
different aspect categories and ensures the inclu-
sion of all aspect categories. Additionally, the
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“NULL” aspect is included, which is unique to the
dimABSA task. All agents share this common set
of samples. The GPT-40 (gpt-40-2024-05-13)
model with the above system messages is used
with the default temperature and top-p values as
hyper-parameters.

B Detailed Result Analysis

This section analyzes the results from the MAC
model, focusing on transparency, rationality, and
error analysis.

We demonstrate the transparency and rationality
of the MAC model by analyzing the collaborations
among the agents based on the running example
provided in Section 2.1. The collaborative mes-
sages are JSON-formatted as shown in Figure 2,
and we use the same format with English transla-
tions for clarity and analysis purposes.

{
"s": "EHHSIEREE-EESNEERENBA > IZTEIM
R RZREENFZ - ",

e_s: "This steak is coated with a layer of
breadcrumbs on the outside, making it
look quite tender. When you bite into
it, the crust is crispy and crunchy

and really delicious.",

[

nyn .

{llall: II/_-':};FII},
{e_a: "steak"},
{uan: ug“ﬁn})
{e_a: "crust"}

]
}

The AC agent evaluates the performance of AD
and provides critical feedback, with suggested re-
sults (1) and feedback message (m), as follows.

{

"s": same_as_above,

"r": same_as_above,
ufu: [
{"a": Y,
{e_&: "steak"},
{lléll: Ilgb&ll},
{e_&: "crust"}
])
"m": "Correctly identified aspects."

Since AD and AC have reached a consensus,
DM forwards this consensus to the OD agent to
detect opinion terms (0), as follows.

{

"s": same_as_above,

Nyt [
{llall . Il/_-':};FII , Iloll . Il@%yﬂll},
{e_a: "steak", e_o: "quite tender"},
{llall . n 9}\& n , n o) n . n E*Bﬁ_ﬁjz_ﬁ;z‘ill } ,
{e_a: "crust", e_o: "crispy and crunchy"},
{llall . Il/_-':};FII , Iloll . Ily%l]’z—lll},
{e_a: "steak", e_o: "delicious"}


https://doi.org/10.18653/v1/2021.acl-short.64
https://doi.org/10.18653/v1/2021.acl-short.64

The OC agent evaluates the performance of OD
and critically points out that the opinion term ¥
1z (delicious) should be BTz (really delicious),
which aligns with the ground truth.

{

"s": same_as_above,

"r": same_as_above,

u'fu: [
{uan: "tFEF", II6I|: "ﬁ})(ﬁ&ﬁi"},
{e_&: "steak", e_3: "quite tender"},
{uan: ugl\Eu, "O": umﬁﬁ_ﬁfﬁ_ﬁ;—ﬁu}’
{e_&: "crust", e_3: "crispy and crunchy"},
{uan: "tFEF", "6": "EE)‘JI&WZ_;"},
{e_&: "steak", e_3: "really delicious"}

])

"m": "Incomplete opinion: '¥¥lz' should be '
HigFz' "

m_e: "Incomplete opinion: 'delicious' should

be 'really delicious'."

DM then forwards the consensus to the CD
agent to classify the aspect terms into predefined
categories (c), as follows.

{
"s": same_as_above,
"I‘" : [
{llall : llt':}jk" , IICII . llﬁ#%#é:lngll s
"0" : "@H‘(’ﬁgﬁ"},
{e_a: "steak", e_c: "food#quality",
e_o: "quite tender"},
{llall : ”9}‘&" , n CII . llﬁ#%#a:ﬁgll s
"o': “ERMERMFMY,
{e_a: "crust", e_c: "food#quality",
e_o: "crispy and crunchy"},
{llall : llt':}jFll , IICII . "‘Eqﬂ#ﬁ:ﬁg" ,
"0" : "EE’J&?{‘HZ"},
{e_a: "steak", e_c: "food#quality",
e_o: "really delicious"}
1
}

The CC agent evaluates the performance of CD
and concurs with its output, as follows.

{

"s": same_as_above,

"r": same_as_above,
lli’.!l . [
{lléll : llt':}jFll , IIEII . llﬁ:‘r%#nﬂugll s
II6|I . II@H{/"J\WII}
{e_&: "steak", e_&: "food#quality",
e_8: "quite tender"},
{lléll : llgh&ll , IICII . llgq%#nﬂngll s
"o": "ERBEREFE"Y,
{e_&: "crust", e_&: "foodi#quality",
e_0: "crispy and crunchy"},
{Iléll : llq:}jtll , IIE':II . llﬁ:‘l’%#nﬂngll s
llall : "EE‘J&%HZ"})
{e_&: "steak", e_&: "foodi#quality",
e_8: "really delicious"}
] b
"m": "Correctly classified categories."

}
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Finally, DM forwards the consensus to 8 IE
agents, each with distinct character traits, to esti-
mate sentiment intensities and average their out-
puts as the consensus intensity (i). We use super-
scripts to denote intensity predictions given by the
IE agents with distinct character traits, as follows.
{

"s": same_as_above,

yn. [
{uan: u/_—FEFu, nen . ||§m#ﬁ:ﬁgn’
"o': MEHAR", "i": "6.06#5.56",
"i~A": "6.00#5.50", "i"E": "6.00#5.00",
"iC": "6.00#5.75", "i"0": "6.00#6.00",
"i“R": "6.50#5.75", "i"P": "5.50#5.00",
"iB": "6.00#5.50", "i"I": "6.50#6.00"},
{uan: ug},&n’ nen . "ﬁm#ﬁ:g",
non. "Mﬂﬁ'ﬁﬁ’i'ﬁ;ﬁ", nyn. "6.71#6.22",
"i“A": "6.75#6.00", "i"E": "6.50#6.00",
"iC": "6.75#6.25", "i"0": "7.00#7.00",
"i“R": "7.20#6.50", "i"P": "5.75#5.50",
"iB": "6.75#6.00", "iI": "7.00#6.50"},
{uan: u/_-':}_jtu’ nen . nﬁm#ﬁgn,
"o": "HEMFIZ", "i": "7.19#6.72",
"iTA": "7.00#6.50", "i"E": "7.00#6.50",
"i~C": "7.00#6.50", "i~0": "8.00#8.00",
"i"R": "8.00#7.00", "i"P": "6.00#5.75",
"i"B": "7.00#6.50", "i~I": "7.50#7.00"},
]

Analyzing the final predictions reveals a no-
table discrepancy in the opinion term &k it & %
+ 3% (crispy and crunchy) predicted by the OD
agent compared to the ground truth & (crispy).
This term was justified as reasonable by the OC
agent, highlighting the variability in sentiment
perception among humans, which Al agents re-
flect. Conversely, the OC agent correctly crit-
icized another OD prediction, where ¥z (deli-
cious) was adjusted to E#rYF0Z (really delicious),
aligning with the ground truth. These observa-
tions suggest that critic multi-agent collaboration
effectively mitigates the error propagation prob-
lem, which is more prevalent in sequential models.
However, accurately mimicking the sentiment per-
ception of a group of human beings, as reflected in
the dimABSA data annotations, remains challeng-
ing. This issue could be mitigated by further fine-
tuning the agents with the entire training dataset,
although this approach is costly and may reduce
the generalization capability of the agents.

The valence and arousal intensities predicted
by the IE agents with distinct character traits also
exhibit variability. These differences underscore
the subjective nature of sentiment analysis, influ-
enced by individual perspectives. The deviations
between the IE agents’ predictions and the ground
truth values illustrate the difficulty in accurately



mimicking the diversity of sentiment perception in
human beings.
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