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Abstract

In fiction, quote attribution pertains to the pro-
cess of extracting dialogues and identifying the
speakers involved. This encompasses quota-
tion and speaker annotation. To accomplish
this, we have developed a pipeline for quote
attribution that incorporates classification, ex-
tractive question answering (QA), multi-choice
QA, and coreference resolution. Additionally,
we evaluated our model’s performance by em-
ploying various models to predict both explicit
and implicit speakers.

1 Introduction

Quote attribution, within the realm of literature
and textual analysis, plays a pivotal role in enhanc-
ing the clarity and understanding of dialogues. It
involves the extraction of dialogues from a text
and the subsequent identification of the speakers
involved. By assigning the appropriate speakers
to their respective utterances, quote attribution en-
ables readers to follow the flow of conversation
and comprehend the nuances of a narrative. While
manual quote attribution has been the traditional
approach, advancements in natural language pro-
cessing and machine learning have opened up ex-
citing possibilities for automating this process. In
this article, we explore the challenges and tech-
niques associated with quote attribution, as well as
the significance of automated methods in facilitat-
ing efficient and accurate analysis of dialogues in
various literary contexts.

We leverage an annotated dataset consisting of
1991 modern Chinese novels as the foundation of
our research. While our primary focus is on mod-
ern Chinese literature, our methodology can be
seamlessly applied to other languages as well, de-
spite potential language differences. Initially, our
approach revolves around treating quote attribu-
tion as an extractive question-answering (QA) prob-
lem. To accomplish this, we fine-tune a pre-trained
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BERT model specifically for dialogues within fic-
tional texts.

As we delve deeper into the complexities of
quote attribution, we address more intricate sce-
narios, such as anaphora and the continuity of
conversational threads(Muzny et al., 2017). To
effectively handle the resolution of conversational
threads, we employ a pre-trained BERT model de-
signed for multi-choice QA. Furthermore, we uti-
lize co-reference resolution techniques to tackle
anaphoric references within the dialogues.

In order to distinguish between crowds, solilo-
quies, and dialogues, we employ a combination
of rule-based filtering and a BERT-based classifier.
This hybrid approach enables us to accurately iden-
tify and categorize different speech patterns and
formats within the text.

Our research encompasses several contributions,
which can be summarized as follows:

1. We conduct a thorough analysis of the intri-
cate complexities and nuances associated with
accurately attributing quotes.

2. We introduce a comprehensive pipeline for
quote attribution, comprising multiple stages
including classification, extractive question
answering (QA), multi-choice QA, and coref-
erence resolution. This pipeline serves as a
systematic framework for effectively and effi-
ciently handling quote attribution tasks.

2 Background/Related Work

To perform quote attribution, a dataset containing
quoted speech from literary texts is essential for
training, evaluation, and testing models. Several
studies have focused primarily on creating datasets
specifically for quote attribution. There are some
open-source datasets available in this field, most of
which are English literature works. Muzny, et al.
developed an annotation tool for quotation annota-
tion and created the QuoteLi3 dataset with speaker
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and quotation annotations in 3 novels (Muzny et al.,
2017). Similarly, Sims, Matthew, et al. presented
datasets for speaker attribution, comprised of 1,765
quotations linked to their speakers in 100 different
literary texts (Sims et al., 2019), which is now part
of the LitBank corpus. The PNDC project has un-
dertaken similar work (Vishnubhotla et al., 2022).
Notably, in these datasets, coreference information
is also annotated.

As a crucial first step for quote attribution,
quotes need to be extracted from the main text.
According to the findings by O’Keefe et al., uti-
lizing regular expressions for quote detection can
achieve an accuracy exceeding 99% on clean En-
glish language data (O’Keefe et al., 2012).

Concerning quote attribution, multiple ap-
proaches have been explored in the existing litera-
ture. Earlier works typically employed rule-based
methods with grammatical rules, complemented by
some machine learning techniques, which could
be complex due to the need for defining extensive
rules (Elson and McKeown, 2010; Krug, 2020). In
Pan et al.’s novel understanding system in 2021,
they treated speaker identification of dialogues
(SID) as a GBDT-based ranking task. It involved
first identifying characters using NER, then feeding
input features of the candidate speaker and the tar-
get dialogue, such as position, distance, etc., into
a model for classification to determine the final
speaker from the candidates (Pan et al., 2021). To
resolve coreferences, they split names into name
clusters with primary and candidate names, ex-
tracted features like gender, overlapping, personal
pronouns, etc., and used a GBDT-based model with
name candidates for coreference resolution. LG
Pang employed BERT and CRF (Conditional Ran-
dom Field), framing the task as question answer-
ing, for speaker extraction of quotations'. Yoder,
Michael Miller, et al. and Vishnubhotla, Krish-
napriya, et al. approached quotation attribution as
a set of sequential sub-tasks: character identifica-
tion, coreference resolution, quotation identifica-
tion, and speaker attribution (Vishnubhotla et al.,
2023; Yoder et al., 2021).

In contrast to the recent work by Vishnubhotla,
Krishnapriya, et al., we propose an additional mod-
ule for classifying crowds, soliloquies, and dia-
logues. We omit the character identification mod-
ule. Instead, we employ a question-answering (QA)
approach for quote attribution, which directly pre-

"https://gitlab.com/snowhitiger/speakerextraction

dicts the name of the character speaking the quote.

3 Dataset

We utilize a dataset that we refer to as CLD, com-
prising 1,991 modern Chinese novels annotated by
literature practitioners from the audiobook industry,
ensuring high accuracy and validation. The original
dataset includes information about the main char-
acters and annotated novel texts, with each quote
attributed to a specific character. For every charac-
ter, we have access to their gender information and
a brief description.

4 Quote Attribution

Our primary objective is to correctly attribute each
quote to the appropriate speaker within the novel.
The process begins with quote extraction, where
quotes are identified and extracted from the text.
Subsequently, we aim to assign the extracted quotes
to their corresponding speakers accurately.

We identify several key challenges in this task:

1. Coreference: Characters in literary texts usu-
ally appear in three formats: proper names (e.g.,
"5 & -7 2 (Sherlock Holmes)"), pronouns (e.g.,
"ftti(He)"), and nominal anaphoric noun phrases
referring to characters (e.g., "fli#(The consult-
ing detective)") (Labatut and Bost, 2019). The
first-person pronoun "F" (I/My) also frequently
appears in some first-person novels.

2. Crowds/System/Sound Effects: There are
occasions when the quotes are not spoken by a
specific individual but rather by crowds, a "system"
(which frequently occurs in certain Chinese time-
travel novels), or represent audio effects rather than
human speech.

3. Following Conversational Threads: Dia-
logues often follow an "ABAB" pattern, where A
denotes one speaker and B denotes another. Many
times, there may be no explicit names or references
to the speakers within the paragraph, with only the
utterances themselves present.

4. Long Soliloquies: Multiple continuous utter-
ances may be given by a single speaker.

We list examples of different cases in quote attri-
bution in Table 1.

To address the above-mentioned challenges, we
employ multiple methods within our proposed
pipeline, which can be outlined as follows:



Table 1: Different cases in quote attribution

Regular

“TFEF, ETEATA? R EETE
"Alright, what else do you need?" Yang Jianguo asked quickly.

Co-reference

REEE IR EE T Biln, FRlrE S .

B ISR, raRiEde. “ElGiS, BEAT!

Everyone looked at Ye Junlin with schadenfreude and waited for his response.

He could only smile and firmly refuse: "Fake alcohol is harmful to the body, I can’t drink it!"

Sound effects

CRARERE . ”
WX, [TME AR — B MR -
"Dong dong dong..."

Just then, a crisp knocking sound came from outside the door.

Following conversa-
tional threads

“TERETE, EIESLE T, BEMITRE LR ! " E M EE -

“PIREGL, SEEALDEBE, AR )L TR, EUTOL AL S R

WEAT HEE R

B, BEWF . ANENERERE, PRI TERZE AR - 7

EWF, PORUTARNGEIR, EERILTMINEA. ”

CERREH WX DRI T, —EE R REE.

REZNKBE], A—HRER, BEREARENT -

"What kind of life is this? He’s been dead for nine years. I think we’re seeing ghosts!" Yang Jianguo
shuddered.

"Don’t talk nonsense. Didn’t that Yu Yao use magic to save our son tonight? Who’s ever heard of
ghosts catching ghosts?" Yang’s wife gave Yang Jianguo a glare.

"It’s strange, it’s strange. But no matter who she is, we should be grateful to her."

"Yes, and I heard that little girl calling our son ‘little husband’..."

"If we could see this Yu Yao again, it would be great. We have to ask her some questions."

The couple didn’t expect that the mysterious Yu Yao would appear again the next day.

Crowds —HEEE ! e, BRGEGEL, MEXNERR, EREARNTTENEER T, —RF
fR&EMAN, B LRRFIMES -
SRANTAETIY, SFEREY >
PSR T, FBRILALR MR T — el Bl
CHEREME, XEERFERTE, K EERAER KM, &,
BOREHE, RE®RXOyNL. FUE, EPrEAEFE THIBE, grrm—&, i
ISLZIE P E T, SRR ERHE R -
With a single palm strike, Ling Feng suppressed his opponent. However, he lifted his head slightly,
his expression calm and relaxed. In the midst of everyone’s incredulous gaze, he slowly pointed a
finger, appearing gentle and powerless.
"What is the buddy doing, waiting to die?"
"[ think he’s gone crazy. Senior Meng Chaoran used a first-grade divine technique, the Mountain
Suppression Palm."
"He’s just a madman. I could easily kill him with a gentle finger like that, let alone Senior Meng."
There was a heated discussion, and they all thought Ling Feng was a clown. However, in the instant
when everyone’s voices fell, the scene in front of them caused them to immediately shut their mouths
and their bodies trembled violently.

Long Soliloquy FIRARTRAER TR B, XEEmBvipRF X, Bik¥E R, BMEEHRES, i

HTERY - BUEFILA T8 THIATE RIS UE - (RECEIRE S, TR T T 1]

5, MBEEEEMBIFA, AR5%E:

“fRA, FEME.

HSAFRTFEXE, BEROFR, EREROAERGERE! »

“ERRESNET, b —RAE, REHAZZLTEREE !

gﬁﬁg@&%ﬁ,%ﬁ@%%%ﬁﬁ%%ﬁﬁ%wo@%E%%%Aﬁﬁ%ﬂt@ﬂﬁ
WHe. ...

The hospital bed was quickly pushed into the ward. This floor was the high-level VIP ward area, and

the hospital dean personally inquired about the situation. The entire floor was cleared, and Yan Xi,

Yan Qing, and Gu Nianfeng, who was already able to walk, were accommodated. Qi Yuan did not

follow them in, but let go and stood outside the door. He stared at the ward for a long time before

slowly saying:

"Qi Cheng, let’s go."

"Arrange manpower to guard this place. Without my permission, not even a fly is allowed in!"

"Contact foreign forces and give them one day to ensure that Yan Yunzhi returns to Hualand

unharmed!"

"Give up attacking the Yan family’s group, control public opinion, and eliminate the negative impact

on the Yan family. If anyone from the Fu family or the Huo family has any opinions, let them come

see me directly."...




Quote Extraction

v
Classification of the
Crowds(, Soliloquy) and
Dialogues

Extractive QA
(for most regular cases)

Multi-choice QA
(for following
conversational threads)

Coreference Resolution for

(he,him,his/she,her,hers)

4.1 Quote Extraction

As an initial approach, we employ regular expres-
sions, as described by (O’Keefe et al., 2012), for
quote extraction. It’s important to note that not all
authors follow the conventional practice of enclos-
ing speech within quotation marks. However, this
method proves effective for the majority of novels
in our dataset, and we currently exclude edge cases
from our research scope. Consequently, we uti-
lize regular expressions to extract quotes enclosed
within symbols such as "", “”, and *’, which are
commonly used in Chinese fiction.

In some cases, quotes in Chinese novels may
represent sound effects, such as """ (Huhu),
which signifies the sound of wind blowing. These
sound effect quotes often occur within the same
sentence and are typically followed by the word
"B " (sound). To identify and filter out these sound
effect quotes, we have developed a specific rule.
According to this rule, if a quote is less than 10
characters long and has "/ " as a suffix, or if it is
less than 10 characters and contains no punctuation
marks within the quote itself or before and after
the quotation marks, it is considered a sound effect
quote. However, it’s important to note that while
this rule successfully handles most cases, it may
not cover all possible scenarios.

4.2 QA-based Quote Attribution

For the task of quote attribution, we employ an
extractive question-answering (QA) approach. The
method is relatively simple yet effective. We con-
struct each data entry in our dataset following the
format outlined in Table 2.

When constructing our extractive QA dataset for
fine-tuning, we first extract context and speaker
pairs with labeled names that have appeared in the
given context. This allows the extractive QA model
to identify and extract the explicit names along with

their start and end indices within the context.

For first-person novels, we treat them as a special
case during our dataset preprocessing. Specifically,
we consider the pronoun "F" (I) as a character
name. This approach is taken because "F&" (I)
typically refers to the same person throughout the
entire novel, even if a specific name is assigned to
the character. Resolving the coreference of "% (I)
using name-based resolution can be challenging, as
the assigned name often appears only in the initial
chapters of the novel.

Moreover, we have observed a performance de-
crease when the context contains pronouns such
as "ff" (he) or "Ih" (she). It is common for these
pronouns to be prevalent in certain novels, with the
actual character name being distant from the quoted
text. To mitigate this issue, we randomly replace
character names with "ftt" (he) or "#f" (she) during
dataset preprocessing. This approach makes it eas-
ier for the model to identify and resolve instances
of "f1" (he) or "#i" (she). Consequently, when han-
dling contexts containing numerous occurrences of
these pronouns, we first extract them as names and
subsequently apply coreference resolution.

After completing all the previous steps, we pro-
ceed to fine-tune a pre-trained RoBERTa model
using our prepared dataset.

4.3 MC-based Quote Attribution

The model exhibits performance degradation on ex-
tended conversational threads following an ABAB
pattern. This is attributed to limitations of the un-
derlying base model in handling longer text se-
quences. To mitigate this issue, we introduce a sup-
plementary multi-choice model. The underlying
assumption is that by restricting the response space
to a predefined set of options, we can enhance the
accuracy of answer selection.

To improve the model’s ability to handle conver-
sational threads, we built a specific training dataset.
We prioritized quotes lacking context, focusing on
those within a single paragraph. We then expanded
by including nearby paragraphs until the speaker
was identified. This ensures the dataset captures
complete conversational exchanges, empowering
the new multi-choice BERT model to handle them
effectively.

After constructing each data pair in the format
shown in Table 3, we fine-tune the multi-choice
BERT model for improved performance.



Table 2: QA-based quote attribution

Context: WIF&E—
BAEFEE -

“BTME, FAIEEERAMT,

SR, BERARGEGL, —EAHEEREREE, MRS HR
FHAET ... He Ay LW ... ”

VR X iR m IR B 48RRI -

Seeing Xu Nian Nian’s dull face, Yang Cuihua cried even more sadly, hugging Niannian with
snot, with tears streaming down her plump body that were trembling with non-stop sobs.
""Child’s dad, if Nian Nian dies, I won’t be able to live either... my poor child..."

Xu Nian Nian was brought back to reality by the sharp last sentence.

Question: “ZTH1Z, BN T&SERAT,

FBAET ... Fewan e LWL R EBLAY?

Who said "Child’s dad, if Nian Nian dies, I won’t be able to live either... my poor child..."?

Answer: 1773 7E
Yang Cuihua
Table 3: MC-based quote attribution
Context: Ut#E, MRUIMICE LT T H % .

PAET T /MR RN & B0E? »

“TER. ... ”
PRAETCIE.: <UIfEWERE?

GEME, RMRET, RFEERBZEITWL, RANTEUE L LR RR -

BREETRIE T . AR ZBIiRAI SO A0 -

“PetE A REARIE - R TCSEHE T T -
After speaking, Yang Tianming threw the bone out.
Tie Zhu shuddered: "Don’t you say this is the Dragon Tomb?"

"Guess..."

Tie Zhu didn’t know what to say: "What’s going on now?"

"Let’s go, it’s getting dark soon Now, it’s best to go down the mountain before dark, the
adults said that the hidden mountain was haunted.”

Tie Zhu was about to cry: “You didn’t say that before we came here.”

“I just remembered it too. "Yang Tianming spread his hands innocently.

Question: “EME, RMRET, EFEARBZHEITWL, KRANTEUE L LR - ZiERA?
Who said "Let’s go. It’s getting dark. It’s best to get down the mountain before it gets too dark.
The adults all say that there are ghosts on the mountain,"?

Choices: [#KBH, #i¥]
[Yang Tianming, Tiezhu]
Answer: 177K A

Yang Tianming

4.4 Co-reference Resolution

Novels use many references to connect ideas and
characters. In our case, as we’re focused on who
said what (quote attribution), we only care about
references that identify speakers within quotes.

Co-reference resolution in fiction faces unique
challenges. First, references can span long pas-
sages, making it difficult to keep track of who is be-
ing referred to. Second, pronouns can shift between
characters within a limited context, further confus-
ing the interpretation. These factors contribute to
the difficulty, even for humans, of identifying the
correct referent. Table 4 showcases some common
scenarios where co-reference becomes ambiguous.

We construct our gender pronoun resolution
dataset through a combination of automation and
human validation. We begin by automatically ex-

tracting quote paragraphs containing relevant pro-
nouns. We then enrich the context by including
surrounding paragraphs until the speaker is iden-
tified. Utilizing character information, we assign
the closest speaker of the same gender to the pro-
noun. However, to ensure accuracy, human valida-
tors meticulously review and refine the automati-
cally generated labels, guaranteeing a high-quality
dataset for our task.

Our goal is to link pronouns within quotes to the
speaker’s name, directly in the original text. To
achieve this, we fine-tune a co-reference resolu-
tion model. By improving this model’s accuracy,
we can precisely connect pronouns to speakers,
enabling a smoother integration with our existing
extractive question answering approach.

We specifically leverage the method in Fast-



Table 4: Different Cases in Co-reference Resolution

Easily recognizable con-
text

Multiple referees for a
single pronoun

Unrecognizable context

HERHEEEFZE, 5, /RIS R RSO TIX T -
AT T —F. “FFE, FREX/LE?

But LingT'ian; didn’t have any fear. After all, he; followed Wu Zhongyin to this place a lot of
times when he; was a child.

Heq couldn’t help calling: "Sister Qingqing, are you here?"

Mgk, FEFEREITEE, BARRESE TER, PMEE bR
B, O RIEE, MRS S -

CSXRBROZEA, AF . "REABRERAERASWAIITIE, ERBE EEE. THAEE
TR -

Just as she; received it, ShangguanXiang, placed the pastry on the table and eagerly began
to eat. Xiaotaos watched her; wolfing it down and worried that she; might choke, so shez
advised her; to eat slowly.

"It’s what I should do, Your Highness," she2 said, remembering Lady Murong’s instructions to
take care of ShangguanXiang; and not let her; go hungry.

LR HLHE, ITENRerEm, £OEZH—HRFNYH, THE: <&

LT

by human

“H 2% RITCEA B — RN KT B -

IES—UT, 808, “HYEHRERE,

EEE.T“ 2

RN ... F BT R ) 5K

Emperor Mingxin, gazed deeply at the constantly rotating screen, there was a strange object
in his palm, and said: "It’s almost there."

"What?" SiWuyas had a bad feeling.

His- tone sank, and he- continued, "This thing is called Tiandao Dazhang, and it contains the
rules of heaven and earth... It is the key treasure that connects the ten rules."

coref?(Toshniwal et al., 2020a), which employs
a bounded memory approach to prioritize the most
crucial parts of a document and disregard irrele-
vant information. It’s important to distinguish our
approach from prior work in other languages; we
replace the original pre-trained Longformer model
with its Chinese counterpart and incorporate Chi-
nese word segmentation for task compatibility.

4.5 Classifying the Crowds, Soliloquy, and
Dialogues

We’ve identified three common scenarios where
continuous utterances are likely to occur: crowds,
soliloquies (internal monologues), and dialogues
with multiple speakers. For the case of crowds,
these "group quotes” often appear as a series of
continuous utterances containing keywords like
"everyone," "several people,” or "the whole class".

We first extract such cases using our annotated
data. In our annotated data, crowds are usually
labeled with "7, 2" (others). It usually comes in
the format of at least 3 continuous utterances.

We compared the performance of rule-based
method and the BERT method for classification
of the crowds, soliloquy and dialogues.

*https://github.com/shtoshni/fast-coref

4.5.1 Rule-based Method for Classifying the
Crowds

To address such cases, we implement a rule-based
approach that involves maintaining a predefined
list of keywords for filtering out irrelevant content.
These keywords are derived through data analysis.
In our annotated dataset, utterances attributed to
crowds are typically labeled as "%, 2" (others). For
analysis purposes, we extract data consisting of a
minimum of three consecutive utterances, each con-
taining only a quotation without any accompanying
context, and all labeled as "W, &" (others). This
dataset subset allows us to perform detailed analy-
sis and further refine our keyword list for effective
filtering.

Based on our analysis, we compile a list of key-
words that includes terms like "1 12" (discussion),
"XX A" (the crowds), and others. During the infer-
ence phase, we extract a minimum of three con-
secutive utterances with the closest context and
examine the surrounding context (excluding the
utterances themselves) for the presence of any of
the keywords. This approach helps us identify pas-
sages that are likely attributed to crowd dialogue.

4.5.2 BERT Classification

In addition to the rule-based method, we also incor-
porate a BERT-based approach for comparison. In



this approach, we consider the identification of con-
tinuous utterances as a three-category classification
problem: crowds, soliloquies, and dialogues. Sim-
ilar to the rule-based method, we extract data for
these three cases. The construction of the dataset
follows a similar process, with the distinction that
we do not rely on predefined keywords for filtering
purposes. Instead, the BERT-based method lever-
ages the power of the model to learn and classify
utterances based on their contextual information.
Furthermore, we conduct a comparison between
the results of binary classification, where the fo-
cus is on distinguishing between the two-category
classification approach and the three-category one.

5 Experimental Setup

5.1 Text Preprocessing

We construct our data for QA-based quote attribu-
tion as shown in Table 2, for MC-based quote at-
tribution as shown in Table 3, and for co-reference
resolution as shown in Table 4.

5.2 Training

In all experiments, we use the same original dataset
which contains 1991 novels. For each separate task,
we correspondingly pre-process the dataset.

To perform QA-based quote attribution, we fine-
tune a Roberta-based QA model using the QA
pipeline in the UER (Universal Encoder Represen-
tations) toolkit®>(Zhao et al., 2019). In this process,
we utilize approximately 16,000 records and struc-
ture our data according to the format presented
in Table 2. To ensure comprehensive evaluation,
we conduct separate experiments for both single-
paragraph and mixed-paragraph contexts. For the
mixed-paragraph context, we take care to ensure
diversity by including 60% single-paragraph in-
stances and 40% multi-paragraph instances in our
dataset. This approach allows us to assess the
model’s performance under different contextual
scenarios.

To facilitate MC-based quote attribution, we fine-
tune an MC model using the UniMC framework
using the fenshen framework*(Wang et al., 2022).
When constructing our dataset, we follow the for-
mat outlined in Table 3. This approach allows us
to train the model using multiple-choice questions

*https://huggingface.co/uer/
roberta-base-chinese-extractive—-qga
*nttps://github.com/IDEA-CCNL/

Fengshenbang—-LM

and corresponding answer options, enabling it to
effectively attribute quotes.

For co-reference resolution, we use fast-coref?
(Toshniwal et al., 2021, 2020b) and replace the
English base model with the Chinese pre-trained
Longformer model® and used Jieba’ for Chinese
word segmentation. We use around 7000 records.

To perform classification tasks for crowds, solil-
oquies, and dialogues, we employ BERT (Bidirec-
tional Encoder Representations from Transform-
ers)® (Devlin et al., 2018) as our classification
model. For each category, we utilize a dataset con-
sisting of 2000 records to train the model.

6 Results and Discussion

To evaluate the performance of these models, we
randomly extract 10% of the dataset for evaluation
for each model. Here are our results.

Table 5: Results of extractive QA for quote attribution

Case F-score EM
Single-paragraph 95.1794 93.1452
Mixed(Single- & 88.2331 86.3062

Multi-paragraph)

Table 6: Results of MC for quote attribution

Model Accuracy

UniMC 0.9259

Table 7: Results of co-reference resolution

Model F-score

Fast-coref 954

The results indicate that individual modules
achieve high performance, showcasing the promis-
ing accuracy for quote attribution. We didn’t con-
duct a full test on the whole novels in our dataset
because there might be cases of characters anno-
tated as JV, & (the crowds) even if there’s a char-
acter name in the paragraph or characters that are
only annotated with one name but has multiple

Shttps://github.com/shtoshni/
fast—-coref
®https://huggingface.co/schen/
longformer-chinese-base-4096
"https://github.com/fxsjy/jieba
$https://huggingface.co/
bert-base-chinese
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Table 8: Results of classifying the crowds, soliloquy,
and dialogues

Method Accuracy
Rule-based Method (Only 0.6308
for the crowds)

BERT classification (Only 0.8458
for the crowds)

BERT classification 0.72

co-references, so it will take a large effort to re-
annotate the novels. But it can be inferred that by
using a combination of these models, we can do
quote attribution in literary works.

There are still certain challenges that need to
be addressed to improve accuracy and robustness
further. These challenges include:

1. Longer context for accuracy and co-reference:
The pipeline demonstrates a performance drop
when dealing with longer contexts, as highlighted
in Table 5. This drop is partly attributed to the base
model’s performance limitations. Additionally, re-
solving co-reference for names that span across
long paragraphs or even chapters, such as "2 &
BE" (Li, Yuyao) and "/NEE" (Xiao Yao), remains
unexplored. Instances like these are prevalent in
many novels, presenting a complex challenge for
accurate co-reference resolution.

2. Eliminating a long chain of models: Due to
the diverse range of cases involved in quote attribu-
tion, including regular names, sound effects, and
crowds, our current approach relies on a long chain
of models. However, this has the drawback of previ-
ous incorrect predictions affecting subsequent ones.
For instance, if the initial BERT classification for
crowds and dialogues yields incorrect predictions,
subsequent extractive QA processes will also be
influenced by these erroneous predictions.

Efforts should be focused on resolving these is-
sues to achieve higher accuracy and enhance the
robustness of the quote attribution system.

Limitations

We neglect edge cases for irregular speech content
without quotes in Chinese novels in our research.
For audio effects, since they only occupy a small
portion of the whole novel, we only exclude them
by simply defining rules, while there are still a lot
of times the rules do not apply.

Our study is only done in modern Chinese lit-
erature works. Though the proposed method may

be applied to other languages, there might be some
language differences that should be taken into ac-
count.

7  Future Work

We recognize this work as a stepping stone towards
a more comprehensive solution. Here are some
promising avenues for further exploration within
the domain of automated quote attribution in liter-
ary works:

1. Building a Robust Annotated Dataset: A key
focus for future work will be the development of a
comprehensive and well-annotated dataset specifi-
cally designed for quote attribution tasks in fiction.
This dataset should encompass a diverse range of
writing styles, genres, and complexities to ensure
the model generalizes well to unseen data.

2. Unveiling the Potential of Large Language
Models (LLMs): LLMs, with their advanced capa-
bilities, including longer context handling and supe-
rior understanding, in natural language processing,
hold immense potential for quote attribution. Fu-
ture research will involve exploring the integration
of LLMs with quote attribution, potentially leading
to a more direct and more accurate result of speaker
identification without the combination of multiple
models as proposed in this paper. Additionally, the
ability of LLMs to parse results in user-defined for-
mats can be a valuable asset, allowing researchers
to tailor the output to their specific needs.

These future directions have the potential to sig-
nificantly improve the accuracy and efficiency of
quote attribution in literary analysis. By continu-
ously refining the methodology and exploring new
avenues, we can pave the way for a fully automated
quote attribution system that empowers researchers
and enriches our understanding of literary works.

8 Conclusion

This paper explored the application of machine
learning for quote attribution in literary works. By
leveraging Al-powered algorithms, we aim to em-
power literature annotators with faster and more
accurate identification of quoted speech sources,
ultimately enhancing analysis of fictional works.
While writing styles may vary across novels, a sig-
nificant portion of literary works can benefit from
this approach.
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