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Abstract

The evolution of large language models has
enabled fluent dialogue, increasing interest in
the coexistence of humans and avatars. An
essential aspect of achieving this coexistence
involves developing sophisticated dialogue sys-
tems that can influence user behavior. In this
background, we propose an effective multi-
modal dialogue system designed to promote
consensus building with humans. Our system
employs a slot-filling strategy to guide discus-
sions and attempts to influence users with sug-
gestions through emotional expression and in-
tent conveyance via its avatar. These innova-
tions have resulted in our system achieving the
highest performance in a competition evaluat-
ing consensus building between humans and di-
alogue systems. We hope that our research will
promote further discussion on the development
of dialogue systems that enhance consensus
building in human collaboration.

1 Introduction

The emergence of large language models, such as
GPT-4 (OpenAI, 2023), has facilitated highly fluent
text-based conversations. Nevertheless, in many
practical situations, dialogue systems require the
capability to influence users through negotiation,
persuasion, and consensus building (Zhan et al.,
2024). In these advanced dialogue scenarios, it is
essential to impact users’ cognitive and emotional
responses to induce alternation in their thoughts,
opinions, and behaviors, yet research on these skills
remains limited (Chawla et al., 2023).

In this context, the Dialogue System Live Com-
petition 6 (DSLC6) was organized to evaluate the
current technological limitations and identify nec-
essary components for creating systems capable of
consensus building (Higashinaka et al., 2024). The
competition set up a dialogue scenario wherein
the system had to negotiate with the user in the
context of conflicting goals: a system and a user

jointly plan a party, but the system desires a grand
party while the user actually prefers a modest one.
The systems are required to take the user’s voice
utterance as input and respond with avatar move-
ments and synthesized voice. The demonstrations
are evaluated based on three criteria to ensure they
are contextually appropriate: relevance of utter-
ance content, suitability of gestures and facial ex-
pression, and appropriateness of pause and voice
modulation.

This paper presents our system1 submitted to
DSLC6 (Nakano et al., 2023), which aims to build
consensus with a user by guiding discussion with
subdivided topics and conveying emotions and po-
sitions through its avatar. Our focus in designing
the consensus building process is on agenda man-
agement and the clear communication of emotions
and positions. In order to facilitate discussion be-
tween speakers with different objectives, our sys-
tem employs a strategy of dividing a large topic
into subtopics and guiding the user step by step.
Specifically, to manage discussion flow, we pre-
determine a list of subtopics as “blanked slots” in
the GPT-based system’s prompt. Once a particular
issue is resolved, the system introduces the next
unresolved subtopic. Within each subtopic, nego-
tiations progress through a sequence of proposals
and responses (including acceptance, rejection, and
counter-proposals) (Maynard, 2010). Throughout
this process, the system is designed to articulate
its intentions while responding. One crucial ele-
ment in this effort is the expression of emotions,
which is considered to influence the future actions
of others in negotiations (Morris and Keltner, 2000;
de Melo et al., 2011; Melo et al., 2012). When
controlling the avatar, we incorporate facial expres-
sions, voice modulation, and body poses to express
emotions. Through these innovations, our system
demonstrated the best performance in DSLC6, and

1https://github.com/cl-tohoku/hagi-bot

https://github.com/cl-tohoku/hagi-bot
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Figure 1: System overview. The user’s utterance is added to the dialogue history, and GPT-4 generates the system
response based on the history and the system prompt. In the avatar-control module, the system’s voice, facial
expressions, and poses are controlled according to the generated utterances and emotion/pose labels. Slots are
updated in parallel with other processes after the generated response is added to the dialogue history.

feedback from the evaluators confirmed their effec-
tiveness.

2 System Overview

Our system consists of two modules: the response-
generation module and the avatar-control mod-
ule (Figure 1). The response-generation module
(Section 3) generates the system’s utterance and
emotion/pose labels in response to the user’s utter-
ance recognized by a speech-to-text (STT) func-
tion. The generated responses are forwarded to the
avatar-control module (Section 4) that controls the
voice, facial expressions, and poses according to
predefined rules based on the received labels.

3 Response-Generation Module

For the response-generation module, we employed
GPT-4 to generate outputs. We provided the mod-
ule with a system prompt including basic informa-
tion regarding the dialogue setting and the current
status of slots (Section 3.1). Subsequently, the mod-
ule generated an utterance and corresponding emo-
tion/pose labels based on the provided prompt. Ad-
ditionally, we ensured smooth turn-taking through
pre- and post-module processing (Section 3.2).

3.1 Prompt Engineering

In the prompt, we detailed the basic situation of the
dialogue, the agenda, and the intended objective
of the discussion. We also provided some exam-
ple utterances to instruct the output format of emo-
tion/pose labels. Finally, we included the slot states
of predefined subtopics. In the preliminary testing,
we observed that the system often readily accepted
user proposals that conflicted with its designated
goal. To mitigate this tendency, we modified the
prompt to include specific instructions: “If opin-

ions differ from those of the user, please engage
in a discussion to make a decision while showing
empathy.” This adjustment encouraged the system
to express opposing views when necessary.

Slot-Filling We employed slot-filling-based di-
alogue state management to enable our system to
lead discussions. We adopted GPT-4 as a slot-
filling module for each subtopic individually. Each
module dynamically updated the slot for the tar-
geted subtopic with the determined content using
the dialogue history (Figure 2). This approach
enabled the system to start the discussion on an
unfilled subtopic and facilitated smooth transitions
to the next subtopic upon reaching a conclusion.

Emotion and Pose Label Generation In dia-
logue systems, emotion classification is typically
performed independently from response genera-
tion (Moriya et al., 2023; Yamazaki et al., 2023).
Consequently, errors in the classifier can lead to
inconsistencies between utterance content and the
avatar’s emotional expression. To address this is-
sue, our system simultaneously generates utterance
and emotion/pose labels, thereby ensuring coher-
ence between utterance content and avatar expres-
sions.2 The candidate emotion labels were derived
from Plutchik’s basic eight emotions (Plutchik,
2001), Joy, Sadness, Anticipation, Surprise, Anger,
Fear, Disgust, and Trust, as utilized in the Japanese
WRIME dataset (Kajiwara et al., 2021), with an
additional Neutral label. Furthermore, we incorpo-
rated four pose labels—Bowing, Nodding, Shaking
head, and Pondering—to represent the system’s
intention and prevent misunderstanding.

2This was achieved by in-context learning using the prompt
by providing an utterance example, such as “*Pondering*
Hmm, I see your point... *Joy* In that case, it should be fine!”
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None

I’m thinking of having everyone chip in on 
a present of about 10,000 yen. 
Any good ideas?

I feel like it would be nice to get 
something like a scarf and some flowers. 
What do you think?User

System

I think a scarf and flowers are a really nice
combination. Sound good?

Yeah, sounds great. 
Should I pick them out?

Venue

Price

Price

¥10,000

¥10,000 None

None

None NoneNone

None NoneNone

Figure 2: Example of dialogue and filling slots.

3.2 Natural Turn-Taking

It is crucial to avoid responses that are either too
quick, which may interrupt the user’s speech, or
too slow, which may lead the user to perceive the
system as unresponsive (Skantze, 2021). Our sys-
tem determines the end of the user’s turn based on
the duration of silence. Through qualitative evalua-
tions, a duration of 1.6 sec. was deemed suitable
and adopted as the threshold. Additionally, in pre-
liminary experiments, it was found that GPT-4 can
take more than 10 sec. to generate a response when
multiple sentences are involved. To address this
issue, we employ the streaming mode. Specifically,
we generated one character at a time while retaining
and sending them to the text-to-speech (TTS) func-
tion upon generating a delimiter. This approach
effectively reduced the response time from approx-
imately 13 sec. to 3 sec.

4 Avatar-Control Module

In the avatar-control module, the system’s emotions
and position are effectively conveyed by reflecting
rules corresponding to emotion/pose labels or ut-
terance content in the avatar’s voice, facial expres-
sions, and poses. The avatar utilizes the resources
provided by DSLC6 (Higashinaka et al., 2024).

4.1 Effect of Emotion Expressions

Emotion expressions serve as media to communi-
cate the sender’s internal states, enabling the re-
ceiver to infer these states from the sender’s emo-
tional displays (de Melo et al., 2023, 2011, 2014;
Gratch and de Melo, 2019). This process signifi-
cantly influences the thoughts and behaviors of the
receiver, proving effective in various stages of nego-
tiation, including trust development and consensus
building. (de Melo et al., 2023; Morris and Kelt-
ner, 2000). Furthermore, it has been found that the

speed volume pitch

Emotion Label

Joy 125 200 120
Anticipation 120 150 117
Sadness 120 100 105
Surprise 125 250 115
Anger 120 230 100
Fear 125 250 115
Disgust 120 100 95
Trust 120 100 117
Neutral 120 100 115

End of Sentence “!” +0 +50 +0
“...” -30 -50 -10

Table 1: Voice parameters. Our system utilizes Ama-
zonPollyServer for its TTS function.

impact of such emotional conveying processes is
also effective in human-machine interactions (Melo
et al., 2012; de Melo et al., 2011). In this paper, we
aim to achieve effective negotiation and consensus
building by using competition-regulated tools to
express emotions through voice, facial expressions,
and poses (posture and gesture).

4.2 Voice
The avatar’s voice was modulated by predefined
parameters such as speed, volume, and pitch corre-
sponding to the emotion. This concept is adopted
from the work of Togo et al. (2022). As a voice con-
trol guideline, we employed the two-dimensional
arrangement of emotions in Russell’s Circumplex
Model of Affect (Russell, 1980). We mapped the
arousal-sleep dimension to the speed and volume
and the pleasure-displeasure dimension to the pitch.
Furthermore, when the utterance ends with “!” or
“...,” we adjusted the parameters based on the polar-
ity and intensity of the emotion. Table 1 shows the
specific parameter values defined above. Addition-
ally, in conversations, pauses express emotions and
give listeners time to understand nuances (Naka-
mura, 2009). Accordingly, we introduced short
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Figure 3: Facial expression set based on emotion labels.
The expressions are configured using the JointMapper-
PlusUltraSuperFace preset.

(a) Pondering (b) Surprised

Figure 4: Examples of pose control.

silences after punctuation, like periods, and longer
silences after ellipses.

4.3 Facial Expressions

We predefined the avatar’s facial expressions for
each of the nine emotion labels (Figure 3). The cor-
responding preset is referenced from the received
emotion label and reflected in the avatar.

4.4 Control of Poses

The poses are determined by both the labels and the
utterance content. We implemented fundamental
behaviors such as nodding, but this paper focuses
on the most crucial aspect: expressing emotions
and intentions. To represent pondering, we uti-
lized a hand-on-chin gesture, slightly lowering the
face in response to the pose label Pondering or
utterances such as “Hmm.” or “...” (Figure 4a).
Similarly, placing a hand over the mouth repre-
sents a gesture of surprise, triggered by the emo-
tion label Surprise or utterances indicating aston-
ishment such as “Really?” (Figure 4b). Based
on the Aoba_v3 bot (Moriya et al., 2023), which
aimed to behave like a human, we represented emo-
tions such as Sadness, Joy, and Anticipation. For
example, when emotions such as Joy or Anticipa-
tion were expressed, we defined the pose of lightly
reaching out to the interlocutor. Conversely, when a
label indicated Sadness, we expressed it by bowing
the avatar’s head.

Content Expressions Voice Average

Ours 3.93 3.41 3.01 3.45
System A 3.32 3.32 2.94 3.19
System B 3.58 3.27 2.66 3.17

Table 2: Results of the final round in DSLC6. Scores
range from 1 to 5. Three evaluation criteria are utterance
content, gestures and facial expressions, and pause and
voice modulation.

Evaluators’ comments and scores

I sensed the system’s intention. The system progressed
to the next, and the dialogue pace was good.
[Content, Expressions, Voice] = [5, 5, 5]

The conversations, gestures and pauses were very human.
[Content, Expressions, Voice] = [4, 4, 4]

I appreciated that the system shared its opinions and
listened to mine. However, it spoke too quickly and
seemed to talk quite a bit.
[Content, Expressions, Voice] = [3, 3, 3]

Her expressions seem exaggerated, which can be tiring.
[Content, Expressions, Voice] = [4, 3, 3]

Table 3: Evaluators’ comments with scores.

5 Human Evaluation

Three top-performing systems, selected from an
initial pool of ten systems in the preliminary round,
participated in the final round of DSLC6. At the
final round, each system engaged in a five-minute
conversation in Japanese with a user who is a hu-
manities researcher. The interactions were evalu-
ated by an audience of 80 attendees. Each system
was evaluated twice. The assessments were on
the basis of contextual appropriateness, consider-
ing the following three criteria: (i) Content: rele-
vance of utterance content, (ii) Expressions: suit-
ability of gestures and facial expressions, and (iii)
Voice: appropriateness of pause and voice modu-
lation. Using a 5-point Likert scale, the systems’
performances were ranked based on the average
scores of all criteria.

The results in Table 2 indicate our system
achieved the best performance across all criteria.
Table 3 contains some of the feedback from the pre-
liminary evaluators. According to the positive feed-
back, the system was effective in leading discus-
sions and naturally conveying intentions through
the avatar. However, some users provided negative
feedback regarding the non-verbal aspects, such as
rapid speaking and excessive movement, indicating
that there is still room for improvement.
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6 Conclusion

This paper presented the top-performing system
in a dialogue competition focused on the con-
sensus building process between systems and hu-
mans. Our proposed system incorporated two
strategies for smooth consensus building: topic con-
trol through a slot-filling approach and conveying
intent through emotional expression via an avatar.

Our system can be adapted for various situations.
The only task-specific components are the prompts
and slots. The prompts include a general instruc-
tion format necessary for the consensus building
process, such as context, personas, subtopics, and
the system’s objectives, thereby reducing the ef-
fort required for prompt engineering when applied
to different tasks. Each topic slot is managed by
a separate model, allowing easy instantiation and
repurposing once the subtopics are defined.

We hope that this system will contribute insights
to research on dialogue systems to build consensus
with humans in the context of conflicting goals.
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