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Abstract

This paper presents the development and ca-
pabilities of a spoken dialogue robot that uses
respiration to enhance human-robot dialogue.
By employing a respiratory estimation tech-
nique that uses video input, the dialogue robot
captures user respiratory information during
dialogue. This information is then used to pre-
vent speech collisions between the user and
the robot and to present synchronized pseudo-
respiration with the user, thereby enhancing the
smoothness and engagement of human-robot
dialogue.

1 Introduction

For spoken dialogue robots to be effectively used
in various scenarios, it is crucial for human-robot
dialogue to be as natural as human-human dialogue.
In human-human dialogue, communication occurs
not only through verbal language but also through
non-verbal cues. Thus, incorporating non-verbal
information is essential for enhancing the natural-
ness of human-robot dialogue. Previous research
has shown that integrating non-verbal cues such
as nodding and body movements into robots can
improve dialogue fluency (Watanabe et al., 2002),
confirming the benefits of including non-verbal in-
formation in dialogue robots.

Our focus is on a specific type of non-verbal in-
formation: respiration. We believe that integrating
respiratory information can significantly enhance
human-robot dialogue, as respiration is intimately
connected to speech. Our research has demon-
strated that respiratory information is effective in
predicting user speech onset (Obi and Funakoshi,
2023). Based on this finding, we developed a spo-
ken dialogue system that uses user respiratory in-
formation to predict user speech onset, helping
to prevent speech collisions in human-robot dia-
logue (Obi and Funakoshi, 2024). Furthermore, to
ensure accurate capture of user respiratory informa-

tion in real-world dialogue settings, we have imple-
mented a respiratory estimation method that uses
video input. This method employs the first-ever
deep learning model to provide a robust estimation
of the respiratory waveform, even in the presence of
speech movements, marking an improvement over
an existing method (Obi and Funakoshi, 2023).

Building on these developments, we created a
spoken dialogue robot that uses respiration. The
dialogue robot estimates user respiratory waveform
values and uses them for enhancing human-robot
dialogue. Initially, the dialogue robot predicts user
speech onset and initiates dialogue responses only
when user utterances are not predicted, thereby
preventing speech collisions. This approach is de-
signed to facilitate smoother human-robot dialogue
by ensuring that the conversation flows without in-
terruptions. A previous study in human-robot dia-
logue has confirmed that avoiding speech collisions
contributes to smoother turn-taking (Funakoshi
et al., 2008). Secondly, the dialogue robot presents
synchronized pseudo-respiration with user respi-
ration. This approach is designed to enhance the
dialogue robot’s impression. Research in robots has
shown that the presentation of pseudo-respiration
can enhance the robot’s impression (Terzioglu et al.,
2020). Furthermore, a study in human-human di-
alogue has demonstrated that synchronized respi-
ration during turn-taking leads to smoother tran-
sitions between speakers (Rochet-Capellan and
Fuchs, 2014).

To confirm the impact of these approaches on
human-robot dialogue, we conducted a dialogue
experiment in which 50 participants each interacted
individually with the dialogue robot. We used ac-
tual respiratory waveform values obtained from
a respiratory measurement device as user respira-
tion (Obi and Funakoshi, 2024). Preliminary analy-
sis, conducted after the initial report, indicates that
adjusting the timing of robot speech onset using
user speech prediction effectively reduces speech
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Figure 1: Overview of spoken dialogue robot using
respiration

collisions. Additionally, initial user impression
evaluations suggest that both the robot speech ad-
justment and synchronized pseudo-respiration pre-
sentation make users feel that their speech is less
likely to overlap with the robot’s responses. These
findings suggest that when the respiratory wave-
form estimation operates ideally, it can facilitate
smooth human-robot dialogue.

2 System Overview

Our dialogue robot comprises a respiratory wave-
form estimator, a voice activity predictor, a com-
munication robot, and a spoken dialogue system.
Figure 1 provides an overview of these components
and their arrangement.

Respiratory Waveform Estimator: We developed
a respiratory waveform estimator using a deep-
learning model comprising 3DCNN-ConvLSTM,
which is robust against speaker motion (Obi and
Funakoshi, 2023). This estimator uses RGB video
frames of a user as input to estimate the user’s res-
piratory waveform amplitude and gradient at the
time of the final frame. The model was trained
using VRWiDataset '. The estimated values are
then transmitted to both the voice activity predictor
and the communication robot.

Voice Activity Predictor: We developed a voice
activity predictor using a single-layer Long Short-
Term Memory (LSTM) network that processes es-

Thttps://github.com/fnkslab/VRWiDataset

timated respiratory waveform values as input. This
model predicts whether user speech will occur
within the next 200 ms during non-speaking pe-
riods. It was trained on a dataset created using
the VRWiDataset, which extracts data from user
non-speaking intervals. This dataset pairs the respi-
ratory waveform values over a specific period with
the user’s voice activity occurring 200 ms later.
The prediction results are then transmitted to the
spoken dialogue system.

Communication Robot: We use an open-source
robot named stack-chan” for the communication
robot. The communication robot performs a
pseudo-respiratory movement, represented by its
vertical motion. The movement is based on the
user’s respiratory waveform amplitude values ob-
tained from the respiratory waveform estimator.
The communication robot uses these values to syn-
chronize the timing of its inspiration and expiration
with the user. Additionally, the communication
robot’s inspiration/expiration phase information is
transmitted to the spoken dialogue system to deter-
mine the speech timing.

Spoken Dialogue System: We developed a spo-
ken dialogue system facilitating dialogues on arbi-
trary topics. This system uses GPT-4 Turbo? for
the generation of dialogue responses. For speech
processing, it employs both Google Cloud speech-
to-text* and say command in macOS. The system
initiates responses when the voice activity predic-
tor confirms no imminent user speech onset, and
only during the communication robot’s expiration
phases. Additionally, it is designed not to respond
during user speaking, ensuring that there are no re-
sponse overlaps between the user and the dialogue
robot in dialogue. If no user speech is detected, it
will autonomously initiate responses continuously
to maintain dialogue. The intervals between the
continuous responses are set randomly between 0.5
and 3.5 seconds to simulate a realistic dialogue
pace.

3 Use Case

Our dialogue robot is designed to demonstrate the
effectiveness of integrating respiratory information
into human-robot dialogue.

*https://github.com/meganetaaan/stack-chan
3https://openai.com/gpt-4
*https://cloud.google.com/speech-to-text

326



Speech segment

Blue: Sensor value Red: Estimate value

Figure 2: Example of real-time respiratory waveform
comparison’s window with added speech segment

3.1 Scenario

Initially, a user sits in a chair positioned so that the
upper body is visible to the camera, which captures
the movements of the chest and abdomen associ-
ated with respiration. The respiratory waveform
estimator continuously uses the captured video
frames to estimate the user’s respiratory waveform
values. As each estimation completes, the esti-
mated values are immediately and continuously
transmitted in real-time to both the voice activity
predictor and the communication robot. During
this process, the estimated waveform can be plot-
ted and visually verified, enabling real-time confir-
mation of the accuracy of the estimations. Once
the estimator begins transmitting the estimated val-
ues, both the voice activity predictor’s prediction
and the communication robot’s pseudo-respiration
presentation are initiated. These components start
sending data to the spoken dialogue system simulta-
neously with their activation. Upon receiving these
values, the system initiates a greeting, beginning
the dialogue with the user. The system engages
in dialogues on a variety of topics, capturing user
speech through a microphone and considering it to
generate contextually relevant responses.

3.2 Advanced Validation Features

The dialogue robot is equipped with various fea-
tures to explore the effectiveness of using respira-
tory information.

Real-time Waveform Comparison: A user can
attach a respiratory measurement device to their
upper body, enabling real-time comparisons of ac-
tual waveform amplitudes with the estimated ones
(Figure 2). Since the estimated waveforms and the
actual waveforms have different ranges, they are
displayed overlaid in a manner that aligns them to
the same scale for comparison. This feature en-
ables the user to directly observe the accuracy with
which the respiratory waveform estimator is able
to capture the user’s respiratory waveform. This
real-time feedback is crucial for validating the per-
formance of the respiratory waveform estimator.

Using Actual Respiratory Waveform: The respi-
ratory waveform estimator can also transmit actual
respiratory waveform values obtained from a respi-
ratory measurement device instead of the estimated
ones. When the actual waveform values are trans-
mitted, they are normalized to align with the scale
of the estimated waveforms before transmission.
Using these actual waveform values, we can ver-
ify the effectiveness of the dialogue robot in using
the user respiratory information for human-robot
dialogue, assuming that the waveform estimation
is accurate.

Customizing Pseudo-Respiration Modes: The
communication robot’s pseudo-respiration presen-
tation features three distinct modes: synchronized,
steady, and no-presentation. In the steady mode,
the communication robot follows a consistent, in-
ternally generated waveform, presenting pseudo-
respiration independent of the user respiration.
In the no-presentation mode, the communication
robot does not move, and the spoken dialogue sys-
tem responds based solely on the input from the
voice activity predictor and the current absence of
user speech, without considering the communica-
tion robot’s respiratory phase. These options allow
for a comprehensive evaluation of how respiratory
synchronization and pseudo-respiration presenta-
tion affect human-robot dialogue.

Options for Voice Activity Predictor: The voice
activity predictor offers a choice between using
amplitude or gradient values as inputs. This feature
enables to verify which input is more effective in
real-world dialogue settings. In our experimental
environment, using the estimated gradient values
as inputs resulted in higher prediction accuracy
than using the estimated amplitude ones (Obi and
Funakoshi, 2023). Additionally, the predictor can
be turned off, allowing one to observe the impact of
its presence or absence on human-robot dialogue.

4 Conclusion and Future Work

In pursuit of facilitating smooth and engaging
human-robot dialogue, we have developed a spoken
dialogue robot that uses respiration. This dialogue
robot employs a respiratory estimation method us-
ing video input to capture user respiratory informa-
tion, which serves two primary purposes: predict-
ing user speech onset to prevent speech collisions in
dialogues, and presenting pseudo-respiration syn-
chronized with the user’s respiration. These ap-
proaches are expected to enhance the smoothness
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and engagement of human-robot dialogue.

While adjusting speech timing contributes to
smoother human-robot dialogue, reducing the num-
ber of robot utterances could detract the natural-
ness of the dialogue. To address this concern, fu-
ture work will focus on incorporating non-verbal
cues such as gaze into the voice activity predic-
tion model, aiming to enhance its accuracy and
ensure the dialogue robot does not unnecessarily
remain silent. Additionally, accurate capture of
user respiration is essential for the prediction in
natural dialogue, so we will also work on develop-
ing a more robust respiratory waveform estimation
method. Furthermore, we aim to develop a pseudo-
respiration presentation that considers robot utter-
ances, preventing a decrease in robot utterances
while maintaining pseudo-respiration. Through
these enhancements, we aim to use respiratory in-
formation more effectively, achieving more natural
human-robot dialogue.
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