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Abstract

This paper presents our winning submission
to Subtask 2 of SemEval 2024 Task 3 on mul-
timodal emotion cause analysis in conversa-
tions. We propose a novel Multimodal Emotion
Recognition and Multimodal Emotion Cause
Extraction (MER-MCE) framework that inte-
grates text, audio, and visual modalities using
specialized emotion encoders. Our approach
sets itself apart from top-performing teams by
leveraging modality-specific features for en-
hanced emotion understanding and causality in-
ference. Experimental evaluation demonstrates
the advantages of our multimodal approach,
with our submission achieving a competitive
weighted F1 score of 0.3435, ranking third with
a margin of only 0.0339 behind the 1st team
and 0.0025 behind the 2nd team.

1 Introduction

Emotion-Cause pair extraction in conversations
has garnered significant attention due to its wide-
ranging applications, such as optimizing customer
service interactions and tailoring content recom-
mendations based on user emotions (Xia and Ding,
2019). However, a fundamental challenge lies in
identifying the causal determinants of emotional
states. Recent research emphasizes the exploration
of causes triggering emotions from multimodal
data (Li et al., 2022), followed by further genera-
tion tasks based on multimodal emotional cues (Xu
etal., 2024).

Practical conversations often exhibit multimodal
cues through facial expressions, vocal changes,
and textual content. Recognizing the significance
of multimodal information, Wang et al. (2023)
proposed the task of Multimodal Emotion-Cause
Pair Extraction in Conversations (MECPE) as a
critical step towards understanding the fundamen-
tal elicitors of emotions. The Emotion-Cause-in-
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for too long. Joy

2 \ Chandler: Hey Pheebs!

3 |Phoebe: Ohh! You made up!  surprise

Chandler: she could not live without

the Chan Love. Jjoy
6 Phoebe: Aw, get a room. | disgust

-
V@

7 If Monica: We have one. | neutral

Figure 1: An example of an annotated conversation from
the ECF dataset. Dashed lines connect each emotion
label to its corresponding cause utterance, illustrating
the emotion-cause pairs present in the conversation. The
image modality provides additional context and cues for
understanding the expressed emotions.

Friends (ECF) dataset, introduced in SemEval 2024
Task 3 (Wang et al., 2024), incorporates additional
modalities such as images and audio alongside the
original textual data, enabling a more realistic and
comprehensive approach to emotion understand-
ing. Figure 1 illustrates an example of an annotated
conversation in the ECF dataset, where variations
in facial expressions directly mirror the emotions
expressed by the characters.

To address the MECPE task, we propose the Mul-
timodal Emotion Recognition-Multimodal Cause
Extraction (MER-MCE) framework, building upon
the two-step approach introduced by Wang et al.
(2023). Our method adopts a two-stage process to
predict emotions and identify emotion causes in
multimodal conversations. In the first stage, MER-
MCE leverages text, audio, and image modalities
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(a) multimodal emotion recognition (MER)

(b) multimodal cause extraction (MCE)
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Figure 2: The architecture of our proposed MER-MCE framework for multimodal emotion-cause pair extraction in
conversations. The framework consists of two main stages: (a) Multimodal Emotion Recognition (MER), which
utilizes specialized emotion encoders to extract modality-specific features from text, audio, and visual data, and
(b) Multimodal Cause Extraction (MCE), which employs a Multimodal Language Model to integrate contextual
information from the conversation and visual cues to identify the utterances that trigger the recognized emotions.

for emotion prediction, utilizing state-of-the-art
models specifically designed for capturing emo-
tional cues from each modality. This approach sets
our work apart from the first-place team in the com-
petition, who relied solely on the textual modal-
ity for emotion recognition, and the second-place
team, who employed a general-purpose model, Im-
ageBind (Girdhar et al., 2023), for extracting visual
and audio features.

In the second stage, considering the complex-
ity of analyzing emotion causes for each utterance,
we employ a Multimodal Large Language Model
(LLM) to dissect the visual and textual modali-
ties and discern the origins of each emotion. By
leveraging the power of Multimodal LLMs, our
approach can effectively capture the intricate rela-
tionships and dependencies present in real-world
conversations, enabling a more nuanced and accu-
rate identification of emotion causes.

The MER-MCE framework achieved notable re-
sults in Subtask 2 of SemEval 2024 Task 3, ranking
third with a weighted F1 score of 0.3435, only
0.0339 behind the first-place team and 0.0025 be-
hind the second-place team. We evaluate the two
stages of our model separately to analyze their ef-
ficacy and limitations, providing valuable insights
into the inherent challenges of the MECPE task.
The main contributions of this paper are as follows:

* We propose the MER-MCE framework, a

novel two-stage approach for Multimodal
Emotion-Cause Pair Extraction in Conversa-
tions, leveraging state-of-the-art models for

emotion recognition and Multimodal LLMs
for cause extraction.

* We demonstrate the effectiveness of incorpo-
rating multiple modalities, including text, au-
dio, and visual information, in both emotion
recognition and cause extraction stages, lead-
ing to improved performance compared to
approaches relying on a single modality or
general-purpose feature extractors.

* Through comprehensive evaluation and analy-
sis of the MER-MCE framework on the ECF
dataset, we provide valuable insights into
the challenges and opportunities in the field
of multimodal emotion-cause pair extraction,
paving the way for future research and ad-
vancements.

2 System Overview

In this work, we propose a Multimodal Emo-
tion Recognition and Multimodal Cause Extrac-
tion (MER-MCE) framework for the task of mul-
timodal emotion cause prediction and extraction
(MECPE) in conversational settings. As illustrated
in Figure 2, our MER-MCE model comprises two
key modules: a multimodal emotion recognition
(MER) module and a multimodal cause extraction
(MCE) module, designed to work in tandem to
tackle the intricate challenge of identifying emo-
tions and their underlying causes from multimodal
conversational data. Following we describe the
structure of the entire system in detail.
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2.1 Multimodal Emotion Recognition

Textual Modality. To comprehensively capture the
rich semantic and contextual information present in
real-world conversational content, our multimodal
emotion recognition (MER) module adopts a care-
fully designed approach that leverages state-of-the-
art models tailored for different modalities. For
the textual modality, we employ the Instruction-
ERC model proposed by Lei et al. (2023), which
incorporates a domain demonstration recall mod-
ule based on semantic similarity to enhance feature
extraction. The textual features are extracted in
the form of logits, capturing the nuanced semantic
representations of the conversational utterances.

Auditory Modality. Recognizing the importance
of auditory cues in conveying emotions, we utilize
the HUBERT model proposed by Hsu et al. (2021)
to process the audio modality and extract hidden
states as acoustic features. These acoustic features
encapsulate the rich tonal and prosodic information
present in the audio signals, complementing the
textual and visual modalities.

Visual Modality. For the visual modality, we first
employ the OpenFace (Baltrusaitis et al., 2018)
open-source tool to extract facial regions from
video clips, allowing our visual model to focus
specifically on facial expression recognition. Sub-
sequently, we leverage the expMAE (Cheng et al.,
2023) model to extract both static and dynamic
features of facial expressions simultaneously. This
dual-feature extraction approach captures the nu-
anced and time-varying aspects of facial expres-
sions, which are known to be crucial indicators of
emotional states.

Multimodal Fusion Mechanism. To effectively
fuse the complementary information from these
diverse modalities, we employ an attention-based
multimodal fusion mechanism, as depicted in Fig-
ure 2(a). The input features from each modality are
first mapped to a common 128-dimensional space,
and ReLU activation and dropout regularization
are applied to introduce non-linearity and improve
generalization. We then compute attention weights
via dot products between the features, allowing the
model to dynamically attend to the most relevant
and informative cues from each modality. The re-
sulting fused representation captures the synergistic
and complementary information across modalities,
enabling a comprehensive understanding of the ex-
pressed emotions.

2.2 Multimodal Cause Extraction

Building upon the predicted emotions from the
multimodal emotion recognition module, we pro-
pose a generative approach for multimodal cause
extraction (MCE), harnessing the power of Mul-
timodal Language Models (LLMs). As depicted
in Figure 2(b), we adopt the MiniGPTv2 (Chen
et al., 2023) model, a state-of-the-art multimodal
LLM based on the LLaMA-2 (Touvron et al., 2023)
architecture, as the backbone of our MCE module.
This model is designed to integrate both visual and
textual information, enabling it to extract emotional
causes from multimodal conversational data.

Image Processing. The image processing com-
ponent of our MCE module employs the Vision
Transformer (ViT) (Dosovitskiy et al., 2020) model,
which divides the input image into patches and
extracts visual tokens representing these patches.
Notably, in contrast to the image preprocessing
approach used in the multimodal emotion recogni-
tion stage, we feed the complete image to the ViT
encoder. This design choice allows our model to
capture comprehensive scene information and rela-
tionships among individuals, providing a holistic
visual context for emotion cause extraction. The ex-
tracted visual tokens are then mapped to the textual
space using a linear projection layer, facilitating
the seamless integration of visual and textual infor-
mation within the multimodal LLM architecture.

Text Processing. To effectively incorporate contex-
tual information from the conversation, we adopt
a prompt-based approach in the textual processing
component. The prompt template, illustrated in
Figure 3, consists of two key elements: the prompt
and the target utterance being queried. The prompt
encompasses the conversation content preceding
the target utterance, the speaker associated with the
queried utterance, and the predicted emotion label
obtained from the multimodal emotion recognition
module.

Multimodal Cause Extraction. The integration of
image and textual data is facilitated by a trainable
LLaMAZ2-chat (7B) model, which processes the
multimodal inputs and generates natural language
responses to the posed inquiries. These responses
are then subjected to a similarity matching pro-
cess against utterances from the historical conver-
sation dataset. This step allows us to identify the
most relevant utterance that potentially triggered
the recognized emotion, culminating in the extrac-
tion of the ultimate emotion cause utterance. By
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seamlessly integrating visual and textual contextual
information, our model can capture the intricate re-
lationships and dependencies present in real-world
conversations, enabling a more nuanced and flex-
ible representation of emotion causes. This gen-
erative approach paves the way for more accurate
and interpretable emotion cause extraction, a crit-
ical component in the overall task of multimodal
emotion cause prediction and extraction.

prompt: Now you are expert of sentiment and emotional
analysis. The following conversation noted between

[ ] involves several speakers.

Please infer, considering the conversation content and
the facial expressions of the characters in the image,
which utterance leads to [ ] feeling [ 1.

target: [ 1

Figure 3: Prompt template for guiding the Multimodal
LLM in sentiment analysis and emotion cause extraction
from conversational data.

3 Experiments

3.1 Experimental Setup

We evaluate our MER-MCE model on the Emotion-
Cause-in-Friends (ECF) dataset (Poria et al., 2018),
an extension of the multimodal MELD dataset that
includes emotion cause annotations in addition to
the original emotion labels. The dataset provides
annotations for utterances that trigger the occur-
rence of emotions, enabling the study of emotion-
cause pairs in conversations. For Subtask 2, the
labeled data is divided into "train," "dev," and "test"
subsets, containing 1001, 112, and 261 conversa-
tions, respectively.

Our experimental setup involves extracting fea-
tures from textual, audio, and visual modalities
using various state-of-the-art pretrained models.
For the textual modality, we use models such as
XLNet (Yang et al., 2019), RoBERTa (Liu et al.,
2019), BERT (Devlin et al., 2018), and Instruc-
tERC (Lei et al., 2023) to capture semantic and
contextual information. For the audio modality,
we employ models like VGGish (Hershey et al.,
2017), wav2vec (Schneider et al., 2019), and HU-
BERT (Hsu et al., 2021) to extract features that
encapsulate tonal and prosodic information. In the
case of the visual modality, we use pretrained vi-
sual models, such as MANet (Zhao et al., 2021),
ResNet (He et al., 2016), and expMAE (Cheng
et al., 2023), to capture nuanced and time-varying
aspects of facial expressions conveying emotional
information.

3.2 Evaluation Metrics

The primary objective of Subtask 2 is to pre-
dict emotion-cause pairs for non-neutral categories
based on the provided conversations. The perfor-
mance of the participating models is evaluated us-
ing a weighted average of the F1 scores across
six emotion categories: anger, disgust, fear, joy,
sadness, and surprise. This weighted average F1
score provides a comprehensive evaluation of the
model’s ability to accurately predict emotion-cause
pairs while considering the imbalanced nature of
the dataset.

Further details on the dataset, experimental
setup, and evaluation metrics can be found in the
supplementary material.

3.3 Emotion Recognition Analysis

We conducted an extensive experimental evaluation
of the Multimodal Emotion Recognition (MER)
component within the MER-MCE framework. Ta-
ble 1 presents the weighted F1 scores for various
state-of-the-art models evaluated in the emotion
recognition task, leveraging features extracted from
textual, audio, and visual modalities.

Our analysis reveals that the textual modality,
which captures rich semantic information conveyed
through conversations, plays a crucial role in emo-
tion recognition. The inherent ability of the textual
modality to encapsulate abstract semantic informa-
tion facilitates the extraction of emotional features,
resulting in higher scores compared to other modal-
ities in unimodal emotion recognition.

To exploit the complementary nature of dif-
ferent modalities, we performed multimodal fea-
ture fusion. The experimental results (Table 1)
demonstrate that increasing the number of modali-
ties leads to a significant improvement in emotion
recognition accuracy, empowering the model to ef-
fectively discern emotions within more complex
samples. Notably, even features that exhibit rela-
tively lower precision in unimodal emotion recog-
nition contribute positively when integrated into
the multimodal fusion framework, highlighting the
importance of multimodal approaches in capturing
fine-grained emotional nuances.

However, our analysis also uncovers challenges
in the visual and audio modalities. In sitcoms
containing multiple characters, the OpenFace tool
struggles to accurately identify the current speaker,
leading to noise in the visual features. Similarly,
canned laughter from the audience contributes to
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T A A\ w-avg. F1
XLNet - - 0.4418
RoBERTa - - 0.5036
BERT - - 0.5128
InstructERC - - 0.6606
- VGGish - 0.2657
- wav2vec - 0.4021
- HUBERT - 0.4403
- - MANet 0.3999
- - ResNet 0.4035
- - expMAE 0.4104
InstructERC VGGish - 0.6729
InstructERC ~ HUBERT - 0.6749
InstructERC - ResNet 0.6774
InstructERC - expMAE 0.6781
- HUBERT  ResNet 0.5113
- HUBERT expMAE 0.5099
InstructERC VGGish ResNet 0.6758
InstructERC VGGish  expMAE 0.6779
InstructERC ~ HUBERT  ResNet 0.6792
InstructERC  HUBERT expMAE 0.6807

Table 1: Multimodal emotion recognition results

noise in the audio modality. Consequently, models
trained on these modalities exhibit subpar perfor-
mance compared to the textual modality.

3.4 Cause Extraction Analysis

In the MCE stage, we conducted a comparison
of the cause extraction capabilities between differ-
ent models and the state-of-the-art MECPE-2steps
model (Wang et al., 2023), with the test results pre-
sented in Table 2. Initially, we employed the same
attention model (Lian et al., 2023) structure as in
MER for cause extraction. However, this relatively
simple model struggled to capture the relationships
between utterances. We then explored the ALBEF
model (Li et al., 2021) based on the transformer
structure, which allowed the model to focus on the
connections between different utterances. Never-
theless, limited training data and imbalanced data
distribution led to overfitting.

To address these challenges, we transformed the
emotion cause extraction task from a traditional
discriminative architecture to a generative archi-
tecture based on Multimodal LLM, resulting in
improved cause extraction accuracy. We utilized
the historical conversation window in the Multi-
modal LLLM prompt to retain contextual informa-
tion within the conversation. Ablation experiments
were conducted to investigate the impact of vary-
ing numbers of historical conversation windows
on cause extraction (Figure 4). To accurately as-
sess the true influence of MCE, we employed the

Method F1 w-avg. F1
Heuristic - 0.1864
MECPE-2steps - 0.3315
Attention 0.3415 0.3403
ALBEF 0.3644 0.3672
MER-MCE(ours) 0.4074 0.4042

Table 2: Multimodal cause extraction results

actual labels from the test dataset for cause ex-
traction instead of relying solely on the emotions
predicted in MER. Our experiments revealed that
the effectiveness was maximized when the number
of historical windows reached 5. However, as the
number of windows increased further, the effective-
ness gradually decreased due to the complexity of
conversations with a larger historical context.

0.63 1 —o— F1
w-avg. F1
0.62 4

0.61 4

Score

0.59 1

0.58 4

0.57 1

2 4 6 8 10 12
Number of windows

Figure 4: The line graph depicting scores and historical
conversation windows.

3.5 Error Analysis of the Entire System

We conducted quantitative and qualitative error
analysis on the two stages of our MER-MCE frame-
work to identify key limitations.

neutral 0.01 0.06 0.03 0.04

anger - 0.00 0.04 0.06 0.11

disgust 1 0.22 0.19 0.32 0.03 0.04 0.09 0.13

fearq 0.32 0.09 0.00 0.21 0.07 0.11 0.20 L 0.4

True Labels

joy{ 023 002 001 001 BNEM 001 0.07 o3

sadness{ 0.29 0.12 0.01 0.04 0.03 | 20 0.05 02

ro.1
surprise 4 0.10  0.07 0.01 0.00 0.07 0.02 0.73

<

& S B
e,“)" ’z§\q & W N

<

Predicted Labels

Figure 5: The confusion matrix of multimodal emotion
recognition result.
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Visual Modality | Historical Conversation Content Label Pair Pred Pair
U4: Cat. target: U6 target: U6
US5: Yes! You are so smart! I love you. emotion: joy emotion: joy
U6: I'love you too. cause: US cause: US
Ul: I have no idea what you just said. target: U2 target: U2

U2: Put Joey on the phone.

emotion: anger

cause: Ul

emotion: anger

cause: None

U2: You know what? It really creeps me out ...
U3: Sorry.

U4: I am so exited!

target: U4
emotion: joy

cause: U5

target: U4
emotion: joy

cause: U4

U9: Sure. Okay.
U10: Uh, are you crazy? Are you insane? ...

Ul1: Yeah, I ..., I just know it would make me happy.

target: Ul1
emotion: neutral

cause: None

target: Ul1
emotion: joy

cause: Ull

Table 3: Analysis of typical predicted emotion-cause pairs generated by the model, with emphasis on samples
labeled as ’neutral’ that do not have an associated emotion cause.

Analysis of the emotion recognition results us-
ing a confusion matrix (Figure 5) revealed that
approximately 20% of non-neutral emotion cate-
gories were misclassified as neutral, hindering the
subsequent cause analysis stage and impacting the
overall recall rate. Additionally, class imbalance in
the dataset adversely affected the performance of
the "disgust" and "fear" categories, which had the
lowest number of annotations.

Further analysis of the final Emotion-Cause Pair,
based on representative samples in Table 3, high-
lighted the impact of different scenarios on our
model. Facial occlusion in the visual modality (sec-
ond sample) led to erroneous emotion classification,
suggesting the need for more robust visual process-
ing techniques. Strong emotional distractors in the
textual modality (fourth sample) misled the model,
emphasizing the importance of sophisticated lan-
guage understanding methods to disambiguate dis-
tractors effectively. The real-time setting posed
challenges in capturing long-range dependencies
and identifying causes in future utterances (third
sample), indicating the need for techniques that can
model long-range dependencies and incorporate fu-
ture context.

Despite these challenges, our MER-MCE model
demonstrated the ability to accurately predict
emotion-cause pairs by leveraging contextual in-
formation from both visual and textual modalities
(first sample in Table 3). It identified key areas for
improvement, including handling facial occlusion,
disambiguating emotional distractors, and captur-
ing long-range dependencies in real-time settings.

4 Conclusion

This paper introduces the MER-MCE model for
emotion cause analysis in conversations, devel-
oped for SemEval 2024 Task 3. Our model lever-
ages multimodal information and Language Mod-
els (LLMs) to identify emotion causes in conver-
sational data, considering textual, visual, and au-
dio modalities. MER-MCE achieves a weighted
F1 score of 0.3435, ranking third in the compe-
tition. The results demonstrate the effectiveness
of multimodal approaches in capturing emotional
dynamics. Future work will focus on enhancing
generalizability and robustness by exploring ad-
ditional modalities and advanced techniques. We
plan to investigate the incorporation of pose estim-
agesture recognition and facial expression analysis
to improve the model’s ability to detect emotions.
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A Appendix

A.1 Experimental Data

The ECF dataset, an extension of the multimodal
MELD dataset (Poria et al., 2018), includes emo-
tion cause annotations in addition to the original
emotion labels. It provides annotations for utter-
ances that trigger the occurrence of emotions, en-
abling the study of emotion-cause pairs in conver-
sations.

For Subtask 2, the labeled data is divided into
"train," "dev," and "test" subsets, containing 1001,
112, and 261 conversations, respectively. We fol-
lowed this partition to train, validate, and test our
MER-MCE model. To evaluate results, we sub-
mitted predictions for an additional 655 unlabeled
conversations to the CodalLab platform!.

A.2 Experimental Setup

To evaluate the effectiveness of our MER-MCE
model for the MECPE task, we employed various
state-of-the-art pretrained models to extract fea-
tures from the textual, audio, and visual modalities.

For the textual modality, we directly used the
conversation text from the annotated files as in-
put to models such as XLNet (Yang et al., 2019),
RoBERTa (Liu et al., 2019), BERT (Devlin et al.,
2018), and InstructERC (Lei et al., 2023) to extract
textual features that capture semantic and contex-
tual information.

For the audio modality, we extracted audio files
from the video clips using FFMPEG? and fed
them into models like VGGish (Hershey et al.,

"https://codalab.lisn.upsaclay.fr/competitions/16141
Zhttps://ffmpeg.org/

2017), wav2vec (Schneider et al., 2019), and HU-
BERT (Hsu et al., 2021) to obtain audio features
that encapsulate tonal and prosodic information.

In the case of the visual modality, we used the
OpenFace toolkit to extract facial features from
the video clips while masking out the background.
We then employed pretrained visual models, such
as MANet (Zhao et al., 2021), ResNet (He et al.,
2016), and expMAE (Cheng et al., 2023), which
were initially trained on facial expression datasets,
to extract visual features that capture nuanced and
time-varying aspects of facial expressions convey-
ing emotional information.

By leveraging these diverse pretrained models
across multiple modalities, we aim to comprehen-
sively capture the rich emotional cues present in the
conversations and evaluate the effectiveness of our
MER-MCE model in integrating these multimodal
features for emotion-cause pair extraction.

A.3 Evaluation Metrics

The primary objective of Subtask 2 is to pre-
dict emotion-cause pairs for non-neutral cate-
gories based on the provided conversations. Each
emotion-cause pair (p; = eu;, €c;j, cu;) consists of
three essential elements: the index of the emotion
utterance eu;, the emotion category ec;, and the
index of the cause utterance cu;.

The performance of the participating models is
evaluated using a weighted average of the F1 scores
across the six emotion categories: anger, disgust,
fear, joy, sadness, and surprise. The F1 score for
each emotion category j is computed as follows:

) isiond J
= 2 X prectsion? x recall

precisiond + recall’

where precision’ and recall’ are the precision and
recall scores for emotion category j, respectively.
The overall performance is determined by the
weighted average F1 score, which takes into ac-
count the number of samples in each emotion cate-

gory:
Z?:l n] X Fj.j

6 .
Zj:l n’

where 17 denotes the number of samples of cate-
gory j. This weighted average F1 score provides
a comprehensive evaluation of the model’s ability
to accurately predict emotion-cause pairs across
different emotion categories while considering the
imbalanced nature of the dataset.

w-avg.Fy =
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