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Abstract

The development of social platforms has facili-
tated the proliferation of disinformation, with
memes becoming one of the most popular types
of propaganda for disseminating disinforma-
tion on the internet. Effectively detecting the
persuasion techniques hidden within memes is
helpful in understanding user-generated con-
tent and further promoting the detection of dis-
information on the internet. This paper demon-
strates the approach proposed by Team DU-
TIR938 in Subtask 2b of SemEval-2024 Task
4. We propose a dual-channel model based on
semi-supervised learning and model ensemble.
We utilize CLIP to extract image features, and
employ various pretrained language models un-
der task-adaptive pretraining for text feature
extraction. To enhance the detection and gen-
eralization capabilities of the model, we im-
plement sample data augmentation using semi-
supervised pseudo-labeling methods, introduce
adversarial training strategies, and design a two-
stage global model ensemble strategy. Our
proposed method surpasses the provided base-
line method, with Macro/Micro F1 values of
0.80910/0.83667 in the English leaderboard.
Our submission ranks 3rd/19 in terms of Macro
F1 and 1st/19 in terms of Micro F1.

1 Introduction

Social networks play a significant role in our so-
ciety. The development of social platforms has
facilitated the dissemination of information, but
it has also fueled the proliferation of disinforma-
tion (Da San Martino et al., 2020; Dimitrov et al.,
2021). The dissemination mechanism of disinfor-
mation involves the use of propaganda techniques.
"Propaganda" is defined as a dissemination pattern
referring to stakeholders influencing public opin-
ion to support specific agendas and ideas by adopt-
ing persuasion techniques, such as disseminating
one-sided, biased, or even fake news. Research
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on detecting propaganda techniques contributes to
combating network disinformation (Da San Mar-
tino et al., 2021).

Among all types of content on social networks,
memes play a significant role. Memes typically
exist in the form of images, possibly with overlap-
ping text, and convey information in the form of
jokes, irony, etc. In the current era of social media,
they spread rapidly and can influence many people
without awareness. Memes are one of the most
popular content types in online disinformation pro-
paganda activities and serve as a powerful medium
for promoting ideological and cognitive persuasion
techniques (Moody-Ramirez and Church, 2019).
Therefore, research on automatically detecting per-
suasion techniques hidden in memes is of signifi-
cant importance, which contributes to understand-
ing user-generated content and further aids in de-
tecting network disinformation.

Subtask 2b of Semeval-2024 Task 4 aims to pro-
mote research on computational methods to de-
tect persuasion techniques in memes (Dimitrov
et al., 2024), which is modeled as a binary clas-
sification problem. Due to the complexity and sub-
jectivity inherent in persuasive language, single
multimodal model may struggle to capture all rel-
evant features effectively. To address this issue,
we propose a dual-channel model based on semi-
supervised learning and model ensemble in this
paper. Within the image channel, we use CLIP
(Radford et al., 2021) to extract image features
from memes. Concurrently, in the text channel,
we employ diverse pretrained language models
and conduct task-adaptive pretraining utilizing cer-
tain corpora provided by the task. We execute
feature extraction from the pretrained language
model, employing a variety of methodologies to
capture sentence features, followed by a concate-
nation and fusion process of the extracted features,
subsequently fed into the classification layer. We
implement a semi-supervised pseudo-labeling ap-
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proach, wherein pseudo-labels are assigned to the
test set, thereby augmenting the training data to
achieve data augmentation. Furthermore, to bolster
each model’s robustness, We employ Fast Gradient
Method(FGM) as our adversarial training strategy,
introducing perturbations to the embedding layer
of the model. Lastly, We design a two-stage soft-
voting ensemble strategy to amalgamate the predic-
tions of multiple models, augmenting the model’s
generalization capacity and performance.

We applied our proposed method to the English
dataset. Our proposed method ranked 3rd/19 in
terms of Macro F1 and 1st/19 in terms of Micro F1
in the English leaderboard for Subtask 2b.

2 Related Work

Transformer (Vaswani et al., 2017) is a deep learn-
ing model based on the self-attention mechanism,
which is known for its ability to effectively cap-
ture long-range dependencies in sequential data.
Based on Transformer, pretrained language mod-
els such as BERT (Kenton and Toutanova, 2019)
have been proposed, which capture the contextual
information of each token in the text through self-
attention. Subsequent pretrained language models
have mainly been modified on pretraining tasks,
such as RoBERTa (Liu et al., 2019), DeBERTa (He
et al., 2020), and so on. These text models im-
prove upon BERT by enhancing semantic feature
representation in text feature extraction.

Existing image feature extraction methods
mostly rely on multiple convolutional neural net-
works (Li et al., 2021), such as VGG (Simonyan
and Zisserman, 2015) and ResNet (He et al., 2016).
Vision Transformer (ViT) (Dosovitskiy et al., 2020)
is an image processing model based on the tradi-
tional Transformer, dividing the input image into
image patches and using multi-head self-attention
mechanisms to capture global relationships be-
tween images. ViT represents a significant ad-
vancement of Transformer in the field of computer
vision, bringing new ideas and methods to image
processing tasks. CLIP (Radford et al., 2021) is
a multimodal model which is trained through con-
trastive learning on 400 million pairs of images and
text. CLIP achieves high-performance cross-modal
semantic feature extraction for images and text.

3 System Overview

In this section, we will introduce the overall struc-
ture of our proposed system. Our system is di-

vided into two stages. (1) Training of our Text-
Image Multi-modal Classification Model. During
the training process, we introduce several train-
ing strategies, including task-adaptive pretraining,
pseudo-labeling and adversarial training. (2) Model
Ensemble. We use k-fold cross-validation for
model training and design a two-stage soft-voting
strategy to globally integrate the models obtained
in the first stage.
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The architecture of our model is shown in Figure
1. Our proposed text-image multi-modal classi-
fication model can be divided into two modules:
feature extraction module and cross-modal fusion
module. In the feature extraction module, we em-
ploy a parallel architecture to perform feature ex-
traction separately for image and text channels us-
ing pretrained models.

For image inputs, we utilize the pretrained CLIP
model. Before inputting images into the CLIP im-
age encoder, they are resized and normalized, re-
sulting in one-dimensional features of dimension-
ality 512. For text inputs, we experiment with
various pretrained language models and their vari-
ants, including BERT, RoBERTa, DeBERTa, XLM
(Conneau et al., 2020), DistilBERT (Sanh et al.,
2019), etc. Based on their performance on the
validation and dev sets, we ultimately select two
general domain models and two models pretrained
using political domain related corpora as text en-
coder models: CLIP text encoder, Deberta-v3-large
(He et al., 2022), politicalBiasBERT (Baly et al.,
2020), and xlm-twitter-politics-sentiment (Antypas
et al., 2023). We select the latter two models be-
cause the vast majority of persuasion techniques
are reflected in political domain.

The output of the CLIP text encoder is a one-
dimensional vector of 512 dimensions, while for
three BERT-like models above, the encoder’s out-
put is a two-dimensional vector that needs to be
converted into a one-dimensional vector through
pooling operation. Common pooling operations
include cls, pooler, last layer average and first-last
layer average.The optimal pooling method is se-
lected for each BERT-like model as the model’s
pooling strategy. After the pooling layer, the text
features are ultimately obtained as one-dimensional
features of 512 dimensions.

The cross-modal fusion module aims to integrate
features from two modalities. We concatenate the
output image features with the text features and em-

Model Architecture
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Figure 1: The architecture of our Text-Image Multi-modal Classification Model.

ploy a three-layer fully connected network as the
classifier to map the final representation obtained
from the fusion layer to a scalar, which is then
bounded between 0 and 1 through a sigmoid func-
tion. The formula of cross-modal fusion module is
defined as:

Je = sigmoid (W [n!, 7] +b)

Where h! is image feature and A7 is text feature.
Finally, the model would be fit with the binary
cross-entropy loss function.

3.2 Training strategies

To further improve the performance of our model,
we adopt three training strategies:

Task-adaptive Pretraining(TAPT): Certain re-
search has proved that further pretraining models
on the unlabeled task data itself or task related
data, called TAPT, can improve the performance
of model in downstream tasks (Gururangan et al.,
2020). In this task, we adopt TAPT for three BERT-
like text models. The purpose of this task is to
detect persuasion techniques in memes. Therefore,
we perform TAPT on text models using the pro-
vided dataset. Specifically, we collect and utilize all
texts from taskl, task2a, and task2b for pretraining
our models with masked language model(MLM).
By conducting MLM pretraining, these models can
not only better fit the distribution in the task, but
also learn rich knowledge and semantic informa-
tion, thereby performing better on the task.

Pseudo-labeling: Pseudo-labeling is a semi-
supervised method aimed at predicting labels for

unlabeled data using a model trained on labeled
data and adding the labeled data to the training
set to achieve data augmentation. Considering the
diversity of samples in the test sets, we adopt a
semi-supervised pseudo-labeling method for data
augmentation. We train four models on the origi-
nal training set and then ensemble the four trained
models using soft-voting for inference on unlabeled
samples, i.e., test set samples. Subsequently, we
consider samples with output probabilities greater
than or equal to 0.8. Finally, we obtain 393 pseudo-
labeled test set samples, which are re-incorporated
into the training set for training.

Adpversarial Training: Adversarial training is
a common method to improve the robustness of
neural networks. By adding perturbations in the
embedding layer, we can obtain more stable em-
bedding representations and more universal models,
improving the performance of models on unseen
data. In this task, we introduce FGM (Miyato et al.,
2016) to enhance the model’s robustness. The ad-
versarial perturbation § on s is defined as:

d=¢c-g/llglla where g=VsL(s,y)

where € is a constant that controls the degree of
perturbation suppression. The idea of FGM is to
increase the perturbation direction along the gra-
dient, where increasing along the gradient means
maximizing the loss.

3.3 Ensemble Learning

To integrate the learning abilities of each model and
improve the generalization ability of the final sys-
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Dataset Negative Positive
Train 400 800
Validation 50 100
Dev 100 200
Test(Pseudo-labeled) 101 292
All 651 1392

Table 1: The label distribution of the dataset in task2b.
Negative means non-propagandistic and positive means
propagandistic.

tem, we design a two-stage soft-voting strategy to
ensemble the four models saved from k-fold cross-
validation. In this task, due to the small size of
the dataset, we use k-fold cross-validation to train
models, ensuring that all data participate in training
and validation to effectively avoid over-fitting. In
the first stage, we average output probability val-
ues generated by the four models in each fold of
the k-fold cross-validation, resulting in the prob-
ability values for each fold. In the second stage,
we aggregate the probability values from each fold
by averaging, yielding the final output. We deter-
mine the optimal binary classification threshold by
testing on the validation set for various thresholds.

4 Experimental setup

4.1 Data description and Evaluation

The dataset is provided by Subtask 2b of Semeval-
2024 Task 4. In the original dataset partition, there
are 1200 samples in the training set, 150 samples
in the validation set, 300 samples in the dev set,
and 600 samples in the test set. After pseudo-
labeling, 101 samples in the test set are labeled as
non-propagandistic and 292 samples are labeled as
propagandistic. We aggregate the training set, vali-
dation set, dev set, and the test set augmented with
pseudo-labels into a new dataset for k-fold cross-
validation. The label distribution of this dataset is
shown in Table 1.

The official evaluation metrics for this task are
Macro F1 and Micro F1, with a focus primarily on
the performance of Macro F1 in our experiments.
Both Macro F1 and Micro F1 performances are
presented in the final test set ranking.

4.2 Implementation

During validation, we conduct 8-fold cross-
validation on the dataset and consistently use the
average measure from the first fold as the new vali-
dation set to evaluate the performance of our model.

Setting Value
Epochs 20
Max Sequence Length 128
Batch Size 16
Optimizer Adam
Learning Rate Se-5
Dropout 0.5
Weight Decay 0.001

Table 2: Hyper-parameter settings of the experiment.

We preserve the model parameters to achieve op-
timal performance. During the testing phase, we
train each model separately and predict the test set
through the two-stage soft-voting strategy we pur-
posed, resulting in the final prediction by averaging
the probabilities from all trained models in 8 folds.
After comparing the overall performance under dif-
ferent thresholds, we set the final threshold as 0.5,
which yields the optimal average performance on
the validation set under 8-fold cross-validation.

We implement our model using the trans-
former package'. We select the following four
models as text encoder models: CLIP text
encoder, Deberta-v3-large, xIm-twitter-politics-
sentiment and politicalBiasBERT. And we se-
lect CLIP ViT-L/14@336px as the image encoder
model. We sequentially combine each text en-
coder with the image encoder, and four final mod-
els are sequentially as follows: CLIP;yg+CLIPiey,
CLIP;g+DeBERTaeyi, CLIPjng+XLMiex; and
CLIPjng+BERT ex¢. As for the pooling method, we
test various options and selected the optimal one
for each model based on performance on the vali-
dation set. Specifically, CLIP;,,+DeBERTax, and
CLIP;jg+BERT ¢y performed optimally with first-
last layer average pooling, while CLIP;y,g+XLMiex¢
performs optimally with pooler. We employ early
stopping to retain the model parameters that exhib-
ited the best performance on the validation set. De-
tails of the hyper-parameter settings are provided in
Table 2. We used a weighted binary cross-entropy
loss using the class distribution. By default, We set
e to 1.0 in FGM. All experiments are conducted on
an RTX 4090 with 24GB of memory.

5 Results

The overview statistics of four different mod-
els on the new validation set are shown in Ta-
ble 3. Among all base models, CLIP;yg+CLIPe

"https://huggingface.co/

645

4



Setting CLIP;g+CLIPyy; CLIP;g+DeBERTay; CLIP;pg+XLMieyy CLIP;g+BERT o
Base 0.8524 0.8375 0.8505 0.8385
+FGM 0.8534 0.8555 0.8435 0.8455
+TAPT / 0.8574 0.8465 0.8505
+FGM+TAPT / 0.8515 0.8515 0.8586

Table 3: Macro F1 for four models on the new validation set. "Base" indicates no training strategy added, "+FGM"
indicates the addition of FGM, "+TAPT" indicates the addition of TAPT.

performs best, and CLIPjn+XLMgey, likewise
exhibits impressive performance. Additionally,
CLIPjjg+BERT ex+FGM+TAPT attains the high-
est Macro F1 score of 0.8586. The politicalBias-
BERT model with FGM and TAPT strategies show-
cased its robust reasoning capability in detecting
persuasion techniques in memes.

Experimental results highlight the effectiveness
of TAPT and FGM strategies. Introducing FGM to
the CLIP;jjg+CLIPey(, CLIP;jg+DeBERTa ey and
CLIP;j,o+BERT ey lead to significant performance
enhancements. Both the CLIP;jyg+DeBERTa ey
and CLIP;,,+BERT ey models demonstrate per-
formance improvements after introducing TAPT,
and CLIP;jy,g+DeBERTaex with TAPT achieves the
second-best overall performance. When both TAPT
and FGM are employed simultaneously, all three
models with BERT-like text encoder demonstrate
substantial performance improvements compared
with base model, while CLIPj;g+XLM;ex and
CLIP;jjg+BERT ey, achieve their respective optimal
performance levels, showcasing the effectiveness
of adding FGM and TAPT to base model.

Regarding model ensemble, our analysis, illus-
trated in Table 4, demonstrates a significant en-
hancement in performance with the adoption of our
two-stage global integration approach. Moreover,
the scalability and robustness of our integration
method are validated by the observed performance
scalability relative to the number of integrated mod-
els. Results shows that all model ensemble per-
formed best, which demonstrates the effectiveness
of our model ensemble strategy.

We employed all-model ensemble as the final
model of our system and submitted the result file
of the test set predicted by the final model. The
official rankings are shown in Table 5. We ranked
3rd in terms of Macro F1 and Ist in terms of Micro
F1. Results show that our system demonstrates
outstanding performance in detecting persuasion
techniques in memes, and the integration of TAPT,
FGM and model ensemble techniques further en-
hances the detection capability of our system.

Method Macro F1 Micro F1
CLIP;jg+XLMext 0.8515 0.8711
Two-Model Ensemble 0.8515 0.8711
Three-Model Ensemble 0.8596 0.8789
All-Model Ensemble 0.8654 0.8789

Table 4: Results for model ensemble on the new vali-
dation set. Two-model ensemble refers to integrating
CLIP;g+XLMiexi and CLIP;yg+BERT ;. Three-model
ensemble adds CLIP;y,+DeBERTa,;. For all-model
ensemble, all four models are integrated for ensemble.

Rank Team Macro F1 Micro F1
1 LMEME 0.81030 0.82500
2 SuteAlbastre  0.80964 0.83500
3 DUTIR938 0.80910 0.83667
4 BCAmirs 0.80337 0.82500
5 Snarci 0.79860 0.82667

Table 5: Results of top 5 teams for subtask2b English
leaderboard on the test set.

6 Conclusion

The paper presents our system designed for Subtask
2b of Semeval-2024 Task 4. We propose a dual-
channel model based on semi-supervised learning
and model ensemble. Our framework leverages
multiple pretrained models served as feature ex-
tractors for images and texts. We integrate a semi-
supervised pseudo-labeling approach for data aug-
mentation, and introduce TAPT and FGM adver-
sarial training to significantly enhance the model’s
performance and robustness. Finally, to enhance
the generalization capability of our system, we de-
sign a two-stage soft-voting model ensemble strat-
egy. Our system achieves excellent performance in
detecting persuasion techniques in memes, and we
ranked 3rd in terms of Macro F1 and 1st in terms
of Micro F1 in the test set for Subtask 2b. Our fu-
ture research will be directed towards exploring the
cross-modal fusion mechanisms within the model.
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