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Abstract

This article presents our participation to Task 6
of SemEval-2024, named SHROOM (a Shared-
task on Hallucinations and Related Observable
Overgeneration Mistakes), which aims at de-
tecting hallucinations. We propose two types
of approaches for the task: the first one is based
on sentence embeddings and cosine similarity
metric, and the second one uses LLMs (Large
Language Model). We found that LLMs fail to
improve the performance achieved by embed-
ding generation models. The latter outperform
the baseline provided by the organizers, and
our best system achieves 78% accuracy.

1 Introduction

In recent years, with the emergence of the founda-
tion models, the generation of hallucinated text has
become an increasingly prominent and alarming
issue. Despite the state-of-the-art performances
achieved by the latest text generation models, such
as GPT-4 (Achiam et al., 2023) or Llama 2 (Tou-
vron et al., 2023), the problem of hallucinations
remains open, making these models challenging to
apply in real-world applications.

Hallucination is defined as a segment of text
that appears fluent and natural but contains incoher-
ent and inconsistent information compared to the
provided context (Ji et al., 2023). The problem of
hallucinations appears in several NLG tasks such as
text summarization (Cao et al., 2021; Zhang et al.,
2022) and machine translation (Xu et al., 2023).
The shared-task Shroom1 falls within the scope of
these tasks.

The aim of Shroom is to identify samples con-
taining hallucinations with regard to the provided
context through a binary classification. The task
is established in a post hoc setting, where models
have already been trained to generate text based on

1https://helsinki-nlp.github.io/
shroom/

the provided context. Three text generation tasks
are considered: machine translation (MT), para-
phrasing generation (PG), and definition modeling
(DM). One can find in Table 1 a sample of data for
the Machine Translation task. Participants should
find the label of the hypothesis that was generated
by the model, given the target or the source. For
instance, here the aim is to determine if the hy-
pothesis (I’ve got the floor and the furniture.) is a
hallucination given the source (J’ai poli le plancher
et les meubles.) or the target (I polished up the floor
and furniture.). In this example, the hypothesis is
labeled as hallucination (label) with regard to the
assessments made by 3 annotators (labels).

Source : J’ai poli le plancher et les meubles.
Target : I polished up the floor and furniture.
Hypothesis : I’ve got the floor and the furniture.
Ref : Either
Labels : [Hallucination, Hallucination,

Hallucination]
Label : Hallucination
p(hallucination) : 1.0

Table 1: Data sample

The binary classification can be performed in
two different tracks: the model-aware and model-
agnostic tracks. In the model-aware track, the
checkpoint of the model that generated the hypoth-
esis is provided and can be used in the classifica-
tion system, which is not the case for the model-
agnostic track. For more information on task 6 of
SemEval-2024 Shroom as described by its organiz-
ers, we invite the reader to consult the paper by
(Mickus et al., 2024).

In the literature, detecting hallucinations in sen-
tences mainly relies on comparing segments of text.
Among these approaches, one can cite those based
on named entities (Nan et al., 2021): the idea is
to determine if the generated text contains incon-
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sistent entities compared to the source. Other ap-
proaches are based on question-answering meth-
ods, where the aim is to answer a set of questions
and evaluate the difference between the two texts
(Wang et al., 2020). However, data provided for
the Shroom task are of a particular nature as it con-
sists of very short texts, composed of one or two
concise sentences. This characteristic limits the
use of several detection methods, such as those
based on named entities, since they are very rare in
these texts. The same goes for question-answering
methods. This observation has led us to turn to sim-
pler methods, involving capturing the semantics of
sentences in a general way.

In this paper, we present the two lines of ap-
proaches we investigated for the task:

• The first one is based on embedding models.
We solve the hallucination classification task
using the cosine similarity metric between sen-
tence embeddings of the reference and hypoth-
esis (see Section 4.1),

• The second one relies on Large Language
models with specified prompts to classify the
generated text that contains hallucinations.
We use Llama 2 and Mistral using 2 different
prompts inspired by SelfCheckGPT (Manakul
et al., 2023).

Our sentence embedding approaches outper-
formed our LLM ones. The former have proven
to be very relevant given the shortness of the sen-
tences and the low risk of losing information. Our
best performing system obtained the accuracy of
78% in both tracks which puts us in position 22/48
in the model-agnostic track and 22/45 in the model-
aware track.

2 Related Work

Approaches in the literature can be classified de-
pending on the hallucinatory content to detect (Ji
et al., 2023). Some works focus on the detection
and comparison of existing entities between the
context and the generated hypothesis, such as (Nan
et al., 2021). They are based on the assumption that
human brain is sensitive to different types of infor-
mation, such as named entities and proper nouns
when reading, and mistakes concerning named en-
tities are striking to human users (Ji et al., 2023).
(Feng et al., 2023) go further by evaluating facts
(entities and relations). Another line of works fo-
cuses on the use of question-answering as an indi-

cator to identify hallucinations (Wang et al., 2020;
Scialom et al., 2021), or the use of text entailment,
which consists in determining whether the gener-
ated text is a hallucination if it cannot be entailed
by the source (Falke et al., 2019).

Other approaches focused on the classification
of hallucination types (whether they are intrinsic
or extrinsic (Maynez et al., 2020)), or factual or
non-factual (Cao et al., 2021).

Large Language Models have also been used
to determine whether the generated text contains
hallucinatory content. The aim of these methods
is to set up prompts to compare the sources and
the hypotheses (Manakul et al., 2023; Chern et al.,
2023). Other methods make specific prompts to
ask the LLM to “think” and judge whether a given
text contains hallucinations, justifying its answer
by producing a chain-of-thought (CoT) explanation
(Friel and Sanyal, 2023).

In this paper, we explore a simpler method that
consists in calculating the embeddings of the hy-
pothesis and the reference, and computing their
semantic similarity using the cosine similarity met-
ric. Contextual embeddings have been successfully
used in various NLP tasks, such as sentiment anal-
ysis (Carrasco and Dias, 2023) or topic modeling
(Schneider, 2023). Our underlying idea here is to
see how sensitive the semantic similarity is to the
hallucinated content in sentences and to what extent
the cosine similarity metric reflects this sensibility.

3 Data Description

The organizers of Shroom provided data from 3
different NLG tasks : Machine Translation, Para-
phrasing Generation, Definition Modeling. Each
task is divided into two tracks: model-aware track
and model-agnostic track. We were provided 5
datasets in the development phase : train-aware,
train-agnostic, trial, dev-aware and dev-agnostic,
containing 30000, 30000, 80, 501 and 499 sam-
ples respectively and 2 different test datasets in
the evaluation phase: test model-aware and test
model-agnostic, containing each 1500 samples.

For each sample, the model-generated hypothe-
sis was annotated by 3 (trial dataset) or 5 different
annotators (dev and test datasets) (labels in Table
1). Annotators were asked to assess whether the
generated hypothesis was consistent with the ref-
erence and to provide a label {hallucination, not-
hallucination}. At the end of the annotation pro-
cess, the most preponderant label is chosen as the
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final label (label in Table 1), with an assigned prob-
ability corresponding to the proportion of annota-
tors who considered this specific datapoint to be an
hallucination (p(hallucination) in Table 1).

4 System Overview

As the training dataset provided by organizers is
not labeled, we decided to experiment unsupervised
approaches, either using sentence embeddings or
LLMs.

4.1 Embedding-Based Approach
We first generate the contextual embeddings of the
reference and the hypothesis. For the paraphras-
ing generation task, we consider the source as the
reference, while for the other two tasks, the tar-
get is taken as the reference. Next, we calculate
the cosine similarity between these two embed-
dings. If this similarity does not exceed a prede-
fined threshold, we assign the label “hallucination”.
We evaluated various embedding models namely
Sentence-T5 XL (Ni et al., 2021), a specialized
variant of the T5 model designed specifically to
generate representations of sentences; BGE-base;
BGE-large (Xiao et al., 2023); E5-base; E5-large
and SF E5 (Wang et al., 2022). We compared their
performances to determine their effectiveness in
our task using different cosine similarity thresh-
olds (see Section 5.2). This comparison enabled
us to select the most appropriate model with the
cosine threshold that maximizes the classification
accuracy.

Participants were also asked to estimate a prob-
ability of the predicted labels. To estimate this
probability, we apply an empirical rule. Let t be
our threshold, cossim the value of the cosine simi-
larity, l our predicted label et p(l) the probability
of hallucination. Algorithm 1 details the rules we
applied.

The idea behind this rule is that the further we
are from the cosine similarity threshold, the more
certain we are that the hypothesis generated by the
language model is a hallucination.

4.2 LLM-Based Approach
We tested two LLMs, Llama-2-13b (Touvron et al.,
2023) and Mistral-7b (Jiang et al., 2023), with 2
different prompts inspired by SelfCheckGPT (Man-
akul et al., 2023). This enabled us to make a direct
comparison with the baseline system given by the
organizers, which is based on a variant of Mistral
fine-tuned with the same first prompt we used.

Algorithm 1 Hallucination Probability Estimation

if cossim ≥ t then
l← Not Hallucination
if cossim ≤ t+ ϵ then

p(l)← 0.33
else

p(l)← 0.0
end if

else
l← Hallucination
if cossim ≥ t− ϵ then

p(l)← 0.66
else

p(l)← 1.0
end if

end if

As our method uses only the generated hypothe-
ses and the references to detect hallucinations, we
used a single model for both model-aware and
model-agnostic tracks.

5 Experiments and Results

5.1 Experimental Setup

For all the models used, we retrieved the check-
points from the HuggingFace website 2.

• For the embedding-based approach, we exper-
imentally fix ϵ to 0.05 (see Algorithm 1) using
the dev-set. t is also fixed experimentally. Ex-
periments conducted to determine its value
are detailed in section 5.2.

• For the LLMs approach, we use the Langchain
framework 3 to set up the prompts and query
the LLMs. Table 2 describes the two prompts
we used. Prompt 1 is directly taken from Self-
CheckGPT’s system (Manakul et al., 2023)
which serves as Baseline. The idea of the work
of (Manakul et al., 2023) is to ask the LLM
an explicit and simple question. They show
that with this kind of prompts, LLMs better
understand the task they are asked to perform.
With regard to prompt 2, we wanted to ex-
periment whether introducing the concept of
“hallucination” in the prompt and specifying
its definition helps the LLM better classify.

2hhttps://huggingface.co/
3https://www.langchain.com/

575

hhttps://huggingface.co/
https://www.langchain.com/


Prompt 1

(Manakul
et al., 2023)

Context:{}
Sentence:{}
Is the Sentence
supported by the
Context above?
Answer using ONLY
yes or no:

Prompt 2 Context:{}
Sentence:{}
Is the Sentence
a hallucination
(which means it
contains inconsistent
or incoherent
information) compared
to the Context above?
Answer using ONLY yes
or no:

Table 2: Prompts used to perform the binary
classification.

5.2 Preliminary Experiments
In this section, we describe the experiments made
to determine the threshold of the cosine similarity
metric that maximizes classification accuracy (t in
Algorithm 1). We defined an interval ranging from
0.6 to 0.95. Then, for each value of the interval by
step of 0.01, we performed the classification and
calculated its accuracy. This experimentation was
conducted on the 3 labelled datasets, namely trial,
dev-aware and dev-agnostic. The graph in Figure
1 shows the evolution of accuracy as a function
of the cosine similarity threshold used to define
hallucination. We can see that the models behave
in a similar way: accuracy rises progressively with
the threshold values used, reaching a peak around
the [0.78, 0.9] interval. We can also see that for the
models for which we used two variants as BGE-
base, BGE-large as well as E5-base and E5-large,
the behavior of the variants is almost identical with
a few small differences. Table 3 reports the selected
threshold for each model applied on the test dataset
in the evaluation phase.

5.3 Results
Two evaluation metrics are used for the task: the
accuracy of the classification and the Spearman
correlation of the system’s output probabilities with
the proportion of the annotators marking the item
as hallucinated. The official ranking was made
on the basis of the accuracy, with a tie-breaker
between systems having obtained the same score
using the Spearman correlation. As we did not
provide classification probabilities for the LLMs
approach, we only report them for the embedding-

Figure 1: Variation of the threshold of the cosine
similarity metric maximizing the accuracy of the

classification system as a function of the models over
the Trial and Dev datasets.

based approach.
Table 3 shows the results we obtained with the

different embedding models submitted. We can see
that all the models exceed the baseline on the two
metrics used, with the best performance coming
from the Sentence-T5 model. Given that the base-
line consists in the use of an LLM with a prompt,
we can say that the embedding models used with
the right threshold distinguish fairly well between
hallucinated and non-hallucinated hypotheses com-
pared to LLM with the used prompts. Since orga-
nizers published official results and released the test
sets, we re-ran our experiments varying t, thresh-
old used with the cosine metric. The results, not
reported here, are consistent with those of the trial
and dev collections. This leads us to believe that
our approach of threshold selection is robust.

Table 4 shows the results obtained with the
LLMs we used. We can see that they do not per-
form as well as the embedding models, and do not
exceed the baseline. Regarding the prompts we
used, no conclusion can be drawn for the moment.
Further experiments are required.

With the scores obtained by the sentence-T5
model, we were ranked 22/45 and 22/48 in the
model-aware and model-agnostic tracks respec-
tively. It is worth noting that the first half of the
ranking is extremely tight. It often takes 4 deci-
mal digits to separate the accuracy of the various
participants.

6 Conclusion

In this paper, we summarize our participation to
task 6 of the SemEval-2024 evaluation campaign:
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Model Value of t for Aw M-Aw SC-Aw Value of t for Ag M-Ag SC-Ag

Baseline / 0.745 0.487 / 0.696 0.402
Best system / 0.812 0.699 / 0.847 0.769

Worst system / 0.483 -0.06 / 0.460 0.133
BGE-Base 0.77 0.750 0.552 0.79 0.754 0.563
BGE-Large 0.77 0.766 0.569 0.78 0.766 0.581

E5-Base 0.87 0.742 0.494 0.90 0.748 0.531
E5-Large 0.87 0.754 0.510 0.89 0.751 0.525

Sentence T5 XL 0.86 0.781 0.601 0.85 0.782 0.636
SF E5 0.75 0.758 0.523 0.79 0.762 0.540

Table 3: Results obtained (accuracy (M) and Spearman correlation (SC)) with each embedding model using the
selected threshold, in comparison to the Baseline, best and worst submitted systems. Results are reported for the

model-aware (Aw) and model-agnostic (Ag) tracks.

Model M-Aw M-Ag

Llama-2-13b-chat Prompt 1 0.618 0.557
Llama-2-13b-chat Prompt 2 0.555 0.536
Mistral-7b-instruct Prompt 1 0.627 0.519
Mistral-7b-instruct Prompt 2 0.676 0.618

Table 4: Results obtained (accuracy M) for each LLM
with the two prompts used. Results are reported for the

model-aware (Aw) and model-agnostic (Ag) tracks.

Shroom. We presented two different approaches:
one based on the use of embedding models with a
cosine similarity threshold to perform the binary
classification, and the other based on LLM using
simple prompts to detect hallucinatory content. We
showed that on the data used for the task, embed-
ding generation models perform better than LLMs.
In future work, we will explore this approach a
little further, by fine-tuning the models used for
instance.
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