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Abstract

Analyzing propagandistic memes in a multilin-
gual, multimodal dataset is a challenging prob-
lem due to the inherent complexity of memes’
multimodal content, which combines images,
text, and often, nuanced context. In this paper,
we use a VLM in a zero-shot approach to detect
propagandistic memes and achieve a state-of-
the-art average macro F1 of 66.7% over all
languages. Notably, we outperform other sys-
tems on North Macedonian memes, and obtain
competitive results on Bulgarian and Arabic
memes. We also present our early fusion ap-
proach for identifying persuasion techniques
in memes in a hierarchical multilabel classifi-
cation setting. This approach outperforms all
other approaches in average hierarchical pre-
cision with an average score of 77.66%. The
systems presented contribute to the evolving
field of research on the detection of persuasion
techniques in multimodal datasets by offering
insights that could be of use in the development
of more effective tools for combating online
propaganda.

1 Introduction

Propaganda is an ancient technique that has existed
for thousands of yearsl. The way propaganda is
understood today was formalized between 1937
and 1942 by the Institute of Propaganda Analysis
through a series of publications (Cantril (1938),
Edwards (1938), Lavine et al. (1940), and Brace
(1939)). Britannica defines propaganda as the "dis-
semination of information—facts, arguments, ru-
mours, half-truths, or lies—to influence public
opinion."l. Propaganda can be beneficial when
it unites people behind a noble or beneficial cause.
It can also be harmful if it leads to tensions, desta-
bilization, and the death of millions. In our digi-
tally mediated world, transmitting (dis)information

"https://www.britannica.com/topic/
propaganda

to millions of people occurs in seconds. Hence,
the adverse effects of propaganda are accelerated
and amplified. Propaganda has been used to influ-
ence public opinion on Brexit (Rawlinson, 2020),
US elections (Chernobrov and Briant, 2020), and
the Ukraine crisis (Chernobrov and Briant, 2020).
Thus, it is easy to see the damaging effects propa-
ganda has already caused and continues to inflict.

Propaganda takes many forms. It could be broad-
cast on television (Pan et al., 2020), spread through
coordinated communities on social media (Hris-
takieva et al., 2022), transmitted across national
borders through loudspeakers (Seo, 2018), dissem-
inated via news articles (Nakov et al., 2022), pub-
lished on blogs (Burgers, 2017), or could even ex-
ist on postage stamps (Lauritzen, 1988). More
recently, memes have become powerful tools for
the dissemination of political messages. The visual
and textual simplicity of memes, combined with
their viral nature, allows them to be rapidly con-
sumed and shared across social media platforms,
reaching vast audiences with minimal effort. This
level of accessibility makes memes an attractive
medium for propagandists seeking to subtly influ-
ence public opinion, disseminate misinformation,
and polarize communities.

Consequently, there has been an increased need
for and interest in propaganda identification in the
research community. The most difficult challenge
is that propaganda is often based on kernels of
truth and is presented in a misleading way, making
it seem genuine. Hence, training a model to de-
tect propaganda is challenging, given the subtlety
in how propaganda masquerades as an ordinary
text or an innocent, funny meme. Moreover, in-
terpreting any such model’s results could also be
problematic. With memes, the challenge, is fur-
ther exacerbated due to the inherent complexity
of memes’ multimodal content, which combines
images, text, and often, nuanced context, making
the detection of propaganda all the more challeng-
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Meme Image + Meme Text

The meme shows a man rejecting the choice of being smart in the top panel and
approving voting for Democrats in the bottom panel. It simplifies the complex political
landscape into a binary choice, associating intelligence with a specific political action,

and appeals to the viewer's emotions and desire to be perceived as intelligent.
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Figure 1: Zero-shot propaganda detection overview: This instance shows an Arabic meme that reads “being
smart” in the top half and “voting democrat” in the other half. The figure illustrates the comprehensive analysis of a
meme and the fine-grained output obtained from a VLM using zero-shot learning. The model accepts as input both
the meme image and the meme text, and is prompted to provide three outputs. It provides a multimodal analysis and
description of the meme. It also identifies which technique out of 22 possible techniques are present in the meme.
Finally, it makes a determination whether the meme is propagandistic or not.

ing. Furthermore, the language used in memes is
characteristically concise, often consisting of mere
sentence fragments or a few keywords. Conse-
quently, developing systems that consider only the
textual content in isolation from the accompanying
image presents a significant challenge.

The model explainability challenge has been
tackled by Da San Martino et al. (2019) for texts
and by Dimitrov et al. (2021) for memes via the
introduction of fine-grained propaganda detection
tasks and datasets. The tasks required identifying
the propaganda technique(s) out of over eighteen
techniques in a multi-label classification formula-
tion. This fine level of granularity increases inter-
pretability of propaganda detection models. How-
ever, the subtlety challenge is still prevalent. In
addition to the subtlety challenge, propaganda de-
tection research is scarce on multimodal datasets
in general, and on memes in particular, correlating
with a scarcity of datasets. Moreover, the majority
of research and datasets are monolingual and con-
sider mainly the English language. Therefore, the
difficulty of tackling propaganda in memes also ex-
tends to include the scarcity of multilingual meme
datasets. There are recent efforts to address this
challenge, which are currently spearheaded by the
shared task on Multilingual Detection of Persua-
sion Techniques in Memes (Dimitrov et al., 2024)

described in detail in 2.1.

In this paper, we capitalize on recent advances
in Vision Language Models (VLMs) (Zhang et al.,
2023) and Pretrained Language Models (PLMs)
(Zhao et al., 2023), and highlight the following
contributions:

* We achieve state-of-the-art performance on
multilingual, multimodal propaganda detec-
tion in memes with an average macro F1 score
of 66.7% using a zero-shot VLM approach
(see Figure 1). This includes state-of-the-art
performance on North Macedonian memes,
and competitive results on Bulgarian and Ara-
bic memes.

* We present a early fusion approach for iden-
tifying persuasion techniques in memes in
a hierarchical multilabel classification set-
ting. This approach outperforms all other
approaches in average hierarchical precision
with an average score of 77.66%.

2 Background

2.1 Task Formulation

The “Multilingual Detection of Persuasion Tech-
niques in Memes” task contains three subtasks ad-
dressing the challenge of identifying persuasion
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Subtask Binary Multilabel
Split Train Test | Train Test
English 1650 600 | 9050 1500
Arabic - 160 - 120
Bulgarian - 100 - 436
North Macedonian - 100 - 259

Table 1: Dataset summary. All labeled data from the
training, development, and validation sets are merged
and included under the training split. We also augment
the multilabel training split with non-propagandistic
samples from the binary training split.

techniques used in memes out of which we describe
two subtasks. One subtask simplifies the challenge
to a binary classification task, determining the pres-
ence or absence of any persuasion technique in a
meme. In more concrete terms, given a text-image
pair p = (m, t) where m is the meme image and ¢
is the meme text, the goal is to predict whether p is
propagandistic or not.

The other subtask requires the identification
of one or more of twenty-two persuasion tech-
niques within a meme. That is, given a text-image
pair p; = (m,t), the goal is to learn a map-
ping f : p - K where K = [kq,....k,] and
k; € {True, False} denotes whether p; contains
the j th persuasion technique and n denotes the to-
tal number of persuasion labels, which is 22 in this
subtask.

The task employs macro-F1 scores for binary
classification, and hierarchical-F1 scores for multi-
label classification.

Table 1 summarizes the dataset. Note that the
task introduces memes in languages other than En-
glish without any labels in order to evaluate the
models’ zero-shot learning capabilities. Figure 2
analyzes how balanced the label distribution is in
the dataset of the multilabel task. It is clear the
dataset is highly imbalanced. The binary task’s
dataset is also imbalanced with two-thirds of the
training data being propagandistic.

2.2 Related Work

Recent advancements have highlighted the multi-
modal nature of modern propaganda, particularly
within social media. The integration of text and vi-
sual content in memes presents a unique challenge
for detection algorithms and models. Recognizing
this, Dimitrov et al. (2021) introduce a multi-label
multimodal task focused on identifying the spe-
cific propaganda techniques used in memes. The
authors have compiled and released a corpus of ap-

proximately one thousand memes. This collection
is annotated with twenty two distinct propaganda
techniques. These techniques appear either in the
textual content, the image content, or a combina-
tion of both. The creation of such a dataset is a
significant contribution to the field, providing a
foundational resource for developing and evaluat-
ing propaganda analysis models on memes. One
limitation of this dataset is that it only contains
English memes. This challenge is overcome by
Dimitrov et al. (2024) who introduce a multilingual
meme dataset that contains approximately ten thou-
sand memes in four languages including English,
Arabic, Bulgarian, and North Macedonian. In this
study, we use this dataset.

Dimitrov et al. (2021) evaluate many baselines
on the English meme dataset. These approaches
include text models, image models, and multimodal
models. Unlike our work, none of these baselines
utilize a zero-shot learning approach using VLMs.

3 System Overview

3.1 Zero-Shot Detection of Propagandistic
Memes using Vision-Language Models

We employ zero-shot detection of propagandistic
memes using GPT-4V (OpenAl, 2023). The core
objective of our system illustrated in Figures 1 and
4 is to automatically identify and analyze the propa-
gandistic content within memes. Upon processing
the meme, the system utilizes GPT-4V to perform a
comprehensive analysis that includes the following
tasks executed in a single prompt:

1. Analysis of Meme Text: The model inter-
prets the text within the meme, considering
its semantic and contextual relevance to the
image.

2. Persuasuin Technique Identification: The
model assesses the meme against a predefined
list of propaganda techniques, analyzing both
the image and text to identify which, if any,
techniques are present.

3. Overall Propagandistic Determination:
The model concludes whether the meme is
propagandistic, utilizing both the visual and
textual content, and the above analysis, to in-
form its judgment.

The output of this analysis is structured as a
JSON object, which includes three key attributes:
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Figure 2: Label distribution analysis for the multilabel task. (a) Label frequencies. The dataset is highly imbalanced
with the number of labeled data for each label ranging from as little as 67 samples to as many as 4401 samples.
(b) Label count frequencies. The majority of samples contain 1 to 4 persuasion techniques. A few samples contain
5 or more techniques and the maximum label count per sample is 8 techniques.

* Description: A description of the meme, ob-
tained through multimodal analysis of both
the visual and the textual contents of the

meme.

* Techniques: A list of propaganda techniques
identified in the meme.

* Propagandistic: A value indicating whether
the meme is considered to be propagandistic

or not.

This structured output enables a clear, concise,
and automated method for identifying and catego-
rizing memes by their propagandistic content, al-
lowing such output to be used in other formulations
and experiments that we outline in this paper.

3.2 Early Fusion for Multilabel Persuasion

Identification

Our method for multilabel persuasion technique
identification in memes incorporates an early fu-
sion strategy, utilizing embeddings from both text
and image modalities to enrich the feature space.
This approach, illustrated in Figure 3, involves two

key steps:

1. Embeddings Extraction:

* We use a multilingual MPNet model
(Song et al,

2020; Reimers and
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Gurevych, 2019) to extract embeddings
from the meme’s text.

The multilingual MPNet is also used to
generate embeddings from a meme de-
scription that was obtained via a VLM as
described earlier in Figure 1.

A CLIP-ViT-B-32 multilingual model
(Radford et al.,, 2021; Reimers and
Gurevych, 2019) processes the meme
image alongside the meme text and the
VLM-generated description. This model
is used to capture the relationship be-
tween visual elements and textual infor-
mation in memes, producing comprehen-
sive multimodal embeddings.

2. Fusion and Classification:

* The embeddings from the multilingual

MPNet (for both meme text and descrip-
tion) and the CLIP-ViT-B-32 model are
fused into a single feature vector. This
fusion happens before training the clas-
sifier, ensuring the classifier operates on
a rich representation of each meme. We
use logistic regression for classification.

Note that the weights of the embedding
models (MPNet and CLIP-ViT-B-32) are
frozen during training.
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Figure 3: Early fusion approach overview. VLM
description is obtained as described in Figure 1. CLIP-
VIT receives as input all three of the meme image, meme
text, and the VLM description. We obtain three separate
embeddings which are then concatenated and used to
train a classifier.

Note that we use multilingual models for all em-
bedding models to ensure our approach generalizes
well in the zero-shot scenario. We opted to use
a multilingual MPNet which was trained on par-
allel data on 50+ languages that include Arabic,
Bulgarian, and North Macedonian. This decision
was made despite the availability of models like
XLM-R (Conneau et al., 2020), which, although
powerful, were not trained on parallel datasets and
thus might not perform as well across languages es-
pecially with only English training data. The same
rationale applies on why we selected a CLIP-VIT-
B-32 model which has a multilingual text encoder
that was trained using multilingual knowledge dis-
tillation on parallel data.

4 Results

We show the results on binary and multilabel clas-
sification tasks in tables 2 and 3, respectively. For
binary classification, our system ranks first on
North Macedonian propaganda detection task, and
achieves competitive results ranking third on Ara-
bic and Bulgarian. Collectively, we achieve the top
rank in average F1 across all four languages. As for
multilabel classification, our system suffers from
low recall but compensates for that by a very high
precision performance. Our system achieves the
highest precision on Bulgarian, the second highest
on Arabic, English, and North Macedonian, and
the top precision score on average across all four
languages. This means our system is very conser-
vative in that it only makes predictions it is highly

Macro F1
Team Avg F1 | Arabic English Bulgarian North Macedonian
BERTastic (ours) 66.67 | 60.28  71.58 66.21 68.63
BCAmirs 65.66 | 61.49 80.34 64.72 56.1
NLPNCHU 63.51 58.52  78.8 64.71 52.0
Snarci 62.52 | 55.54  79.86 66.78 47.92
LMEME 60.85 | 36.2 81.03 67.1 59.08
SheffieldVeraAl 56.16 | 61.03  64.2 53.62 45.79
BDA 56.1 50.97  79.29 50.62 43.54
DUTIR938 54.52 | 46.89  80.91 43.41 46.88
HierarchyEverywhere | 52.92 56.2 56.31 48.55 50.62
SuteAlbastre 52.05 50.07  80.96 59.45 17.7
Hidetsune 48.95 | 52.82 T1.35 32.67 38.94
ITK 47.71 | 46.71  48.34 47.26 48.55
nowhash 46.47 | 49.83  49.84 43.36 42.86
MemeSifters 45.71 55.65 — 61.14 66.03
UMUTeam 19.66 | - 78.66 - -
TUMnlp 19.6 - 78.41 - -
CodeMeme 19.55 - 78.2 - -
LomonosovMSU 19.31 - 77.23 - -
Baseline 18.37 22.7 25.0 16.67 9.09
Scalar 17.54 - 70.15 - -
WhatsaMeme 12.87 - 51.49 - -

Table 2: Results — binary task: The table shows the
results on the test set from the official leaderboard. It
shows macro F1 results for all four languages. In addi-
tion, we also compute the average macro F1 and sort
the teams by this value.

confident of.

We also experimented with other models for both
the binary and multilabel tasks as shown in tables
4 and 5, respectively. In the binary setting, we
train several models on embeddings obtained using
a CLIP-ViT-B-32 model, but the zero-shot VLM
approach performs better in comparison. For the
multilabel task, we try several approaches. We at-
tach a classification head and fine-tune an MPNet
model on the meme descriptions that we obtained
as described earlier in Figure 1. However, this did
not yield a high performance. We also fine-tune
DeBERTa-V3-Large (He et al., 2023) and XLM-
R-Large on different subsets of available text (i.e.,
meme text and the VLM descriptions). Out of
all combinations, we observe that DeBERTa per-
formed best when it was fine-tuned on VLM de-
scriptions only. This is likely due to the fact the
meme texts are often short, incoherent and do not
form complete sentences; hence, we deduce they
may contaminate the much more coherent descrip-
tions generated by the VLM. Moreover, we also
observe that we cannot achieve competitive results
using only the text modality.

In all experiments involving transformers, We
fine-tune with early stopping with a patience of
three epochs, use a batch size of eight, a learning
rate of He — 5, and we accumulate the gradients
for eight steps making our effective batch size 64.
We also use a binary-cross entropy loss and set a
classification threshold of 0.5.
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Arabic English Bulgarian North Macedonian

Team AvgP | Fl P R F1 P R Fl1 P R F1 P R
BERTastic (ours) 77.66 | 38.82 61.29 28.41 |61.34 81.58 49.14 | 5436 81.16 40.86 | 57.33 86.59 42.85
Baseline 76.11 | 48.65 65.0 38.87 | 44.71 68.78 33.12 | 50.0 80.43 36.28 | 55.53 90.22 40.1
HierarchyEverywhere | 70.91 | 43.69 50.99 38.21 | 74.59 86.68 65.46 | 46.41 67.08 3548 | 35.69 68.9 24.08
BCAmirs 69.75 | 52.61 55.31 50.17 | 70.5 78.37 64.06 | 62.69 70.28 56.59 | 63.68 75.02 55.32
NLPNCHU 69.73 | 48.32  59.47 40.70 | 70.68 78.16 64.5 54.86 70.69 44.83 | 48.71 70.58 37.18
SuteAlbastre 58.48 | 51.61 46.94 57.31 | 68.48 71.78 65.47 | 61.07 6596 56.86 | 57.55 49.25 69.22
IITK 57.65 | 45.54 45.73 45.35 | 63.6 76.29 54.54 | 44.59 54.08 37.93 | 44.0 54.48  36.9
BDA 49.15 | 41.64 38.25 45.68 | 50.39 51.48 49.34 | 48.34 5226 44.97 | 50.14 54.62 46.34
LomonosovMSU 19.79 | - - - 65.61 79.15 56.02 | - - - - - -
TUMnlp 19.52 | - - - 67.72 78.07 59.79 | - - - - - -
UMUTeam 19.19 | - - - 69.0 76.76  62.67 | — - - - - -
Pauk 18.63 | — - - 67.53 745 61.75 | - - - - - -
CodeMeme 15.16 | — - - 66.62 60.66 73.88 | — - - - - -
WhatsaMeme 7.84 - - - 36.59 31.34 43.96 | - - - - - -

Table 3: Results — multilabel task: The table shows the results on the test set from the official leaderboard. It
shows hierarchical F1, precision (P), and recall (R) results for all four languages. In addition, we also compute the

average precision and sort the teams by this value.

Method Training Data Macro F1
XGBoost CLIP-ViT embeddings  64.34
LightGBM CLIP-ViT embeddings ~ 70.1
SVM CLIP-ViT embeddings  71.91
Zero-shot VLM~ Meme image & text 75.08

Table 4: Additional experiments — binary task. This
table reports results on the development set.

Method Training Data Fl1 P R

MPNet + FEN VLM descriptions 36.34  57.62 26.55
DeBERTa-V3-Large Meme text & VLM descriptions 41.34  31.33  60.72
DeBERTa-V3-Large Meme text 4215 29.25 754
DeBERTa-V3-Large VLM descriptions 4293  30.18 74.36
XLM-R-Large VLM descriptions 43.38  31.98 67.42
XGBoost BLIP embeddings 4755 79.79  33.87
Zero-shot VLM Meme image & text 52.56 48.8 56.94
Early Fusion See Figure 3 67.84 88.93 54.83

Table 5: Additional experiments — multilabel task.
This table reports results on the development set. The
values reported here are all hierarchical metrics.

5 Conclusion and Future Work

In this study, we introduced a state-of-the-art multi-
lingual propaganda detection in memes using zero-
shot learning with VLMs. Our approach uniquely
addressed the complexities of multimodal con-
tent in memes, merging visual and textual cues
in a manner that comprehensively understands and
identifies propagandistic content across languages.
Achieving an average macro F1 score of 66.7%
across all assessed languages, our system demon-
strated high performance over existing methods,
particularly excelling in North Macedonian memes
and showing competitive performance in Bulgarian
and Arabic in the binary setting. In addition, our
early fusion technique for identifying persuasion
techniques in memes within a hierarchical multi-
label classification setting outperformed all other

approaches with an average hierarchical precision
score of 77.66%.

Looking forward, our research opens several di-
rections for further exploration and improvement.
First, the exploration of advanced fusion techniques
that could more intricately combine the strengths of
textual and visual analyses may yield even higher
accuracies in propaganda detection. Additionally,
the adaptability and performance of our model in
detecting subtler forms of propaganda and across
a broader spectrum of languages present an excit-
ing challenge, especially considering the highly
nuanced contextual nature of meme content and its
cultural intricacies.
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Appendix
A Prompt Template

The system illustrated in Figure 1 uses the prompt template illustrated in Figure 4. The technique list
consists of the names of the twenty-two techniques available in the dataset.

Figure 4: Prompt template: This is the template used in the binary classification setting illustrated in Figure 1
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