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Abstract

In this system paper for SemEval-2024 Task
4 subtask 2b, I present my approach to iden-
tifying propagandistic memes in multiple lan-
guages. [ firstly establish a baseline for En-
glish and then implement the model into other
languages (Bulgarian, North Macedonian and
Arabic) by using machine translation. Data
from other subtasks (subtask 1, subtask 2a) are
also used in addition to data for this subtask,
and additional data from Kaggle are concate-
nated to these in order to enhance the model.
The results show high reliability of my English
baseline and a room for improvement of its
implementation.

1 Introduction

SemEval 2024 Task 4 (Dimitrov et al., 2024) calls
for classification of memes into different persua-
sion techniques in textual content only (subtask 1)
or in textual and visual content (subtask 2a), and
identifying whether or not memes are propagandis-
tic (subtask 2b). I participate in subtask 2b, which
is a binary classification problem between "pro-
pagandistic" and "non_propagandistic". Various
memes are provided in English, Bulgarian, North
Macedonian and Arabic to determine whether the
memes are propagandistic or not.

My baseline is established so that it achieves
fairly high accuracy in English. Although it adopts
a classical machine learning method with training,
the training data are adjusted by being concatenated
with additional dataset. After setting up my base-
line, the model is implemented into other languages
using machine translation.

Participating in this task allows me to test the
ability of my model, achieving a fairly high score
for its simplicity. In future studies, the model can
be strengthened well enough with appropriately ad-
justed training data. As for the other languages, on
the other hand, the implementation of my English
baseline does not necessarily show consistent re-

liability. Although my baseline works relatively
well for Arabic to some extent, the scores go down
drastically for Bulgarian and North Macedonian.
One of the main reasons for this issue might be that
accuracy of machine translation is not high enough,
changing the original meanings of the memes and
possibly making it more difficult for the English
based model to identify propagandistic memes.
My code is available on GitHub '.

2 Background

The subtask I participate in focuses on classifica-
tion of memes. Given a json file that has an ID, an
image name and text for each meme as input, the
subtask requires assigning either "propagandistic”
or "non_propagandistic" to the memes. In develop-
ment phase, data in English were given and partic-
ipants were allowed to test their solutions for the
English data only. Participants were told that they
would also have unlabeled test data in three non-
English languages as the evaluation phase starts,
meaning that no information was released about
non-English languages in the development phase.

Propagandistic memes on social media have be-
come a growing issue in the past few years. As
more and more people use social media platforms,
many types of information including propagandis-
tic one is spread to a number of people (Brad-
shaw and Howard, 2019). These days, issues
caused by propaganda on social media have be-
come worse than most people might think, as a
study by O’CONNOR and Weatherall (2019) gives
a warning. In fact, these memes did change peo-
ple’s thoughts for elections influencing people’s
voting behaviors (Aral and Eckles, 2019). There-
fore, it might become more and more important in
the future for NLP to be able to recognize whether
or not the information uses persuasion techniques
with high accuracy.

"https://github.com/Hidetsune/SemEval2024_
Task4.git
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There are already many previous studies that
adopt modern NLP techniques for propagandistic
memes detection. A previous study by Abdullah
et al. (2022) uses RoBERTa, which is the state-
of-the-art pre-trained language model at the time,
resulting in a F1 score of 60.2%. Another previ-
ous study by Sprenkamp et al. (2023) tries mod-
ern Large Language Models including GPT-3 and
GPT-4, also resulting in reliable scores. Al-Omari
et al. (2019) utilizes combinations of multiple deep
learning models including BERT, BiLSTM and
XGBoost with accuracy of around 0.67 in F1 score.

On the other hand of these previous studies,
my methodology intends to test classical ma-
chine learning approach rather than state-of-the-
art LLMs. During my methodology, SpaCy-v3
model (Kdmecoglu, 2023) is trained with over
20000 memes in English, showing high reliabil-
ity with accuracy of 0.71353 in F1 macro. Then,
the trained model is implemented into non-English
languages (Bulgarian, North Macedonian and Ara-
bic) by using Google Translate (Nidhal, 2023).

My participation in this task reveals a high po-
tential of applying classical NLP methods to de-
tection of propagandistic memes with properly ad-
justed training data. The results reveal that a fairly
high score can be achieved without state-of-the-art
LLMs and complicated methods. Although the di-
rect implementation of my English baseline into
other languages has a room for improvement, the
accuracy might go up easily with better machine
translation models and careful consideration of dif-
ferences in topics behind the memes. This paper
introduces both strengths and weaknesses of my
approach, guiding a direction to future application
of classical machine learning to a modern issue
of propagandistic memes that requires automatic
binary classification.

3 System overview

The main strategy of my system is a classical ma-
chine learning method for English baseline and
implementation of it into other languages using
machine translation. A quick overview of my algo-
rithm is as follows.

1. Data preparation: Using official datasets
from all the subtasks and additional data on
Kaggle?, training data are prepared to have
11001 memes (including 11000th counting
from 0) in English for both propagandistic

and non-propagandistic at maximum, making
up nearly 22000 memes in total.

2. Training: Train a SpaCy model (Komegoglu,
2023) using the prepared training data. Both
the training and test data are processed so that
they do not have usernames that appear in the
additional data and all the memes are lower
cased for high efficiency to train the model.

3. Implementation into non-English lan-
guages: Translate non-English memes into
English. This process enables my established
baseline to perform in multiple languages, and
machine translation is used in this step. After
translation of the memes, the model is used in
the same way as in English memes.

The system imports a prepared training CSV file
as a pandas dataframe, where all the data from Task
4 (train and validation data of subtask 1, subtask
2a and subtask 2b) and additional data from Kag-
gle? are concatenated to compose a large training
data with 20774 rows. Only first 20000 rows are
used as for the additional data® due to its large data
size, and all the rows that exceed the limitation
of 11001 memes (for both "propagandistic” and
"non_propagandistic") are eliminated from the con-
catenated dataset. Memes in the data are all in En-
glish for the purpose of establishing a baseline that
guarantees fairly high accuracy in English. Then,
SpaCy-v3 model (Kémecoglu, 2023) is trained us-
ing the resulting data, and test data with unlabeled
memes in English is imported as a json file. Af-
ter that, the trained model is used to assign either
"propagandistic” or "non_propagandistic” to each
unlabeled meme. As for other languages (Bulgar-
ian, North Macedonian and Arabic), the memes are
translated into English so that my English baseline
can be implemented into them. Google Translate
(Nidhal, 2023) is adopted in this part, and the same
trained model is used similarly to the English base-
line after translation.

My participation in this task allows for testing
the classical NLP approach and simple implemen-
tation of it using machine translation. The English
baseline, which uses classical machine learning
methods, achieves its certain ability to identify pro-
pagandistic memes with a reliable score.

On the other hand, the scores go down as for
non-English languages. This might be because of

Zhttps://www.kaggle.com/datasets/
thoughtvector/customer-support-on-twitter
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slight changes in meanings in the translation pro-
cess, which turns out to be the biggest weakness of
my approach. Classification of English memes is
fairly difficult even for humans given a single utter-
ance. For instance, "VOTE REPUBLICAN. THEY
MAY NOT BE PERFECT. BUT THE OTHER
SIDE IS INSANE." can be easily classified as pro-
pagandistic, but sentences like "CRY ALL YOU
WANT...... HE’S DOING EXACTLY WHAT I
HIRED HIM FOR......" might not be that easy for
the classification because their nuance might de-
pend on situations (on SNS or at work etc.) to
some extent. Since propagandistic memes classi-
fication is difficult in this way, possible changes
of original meanings by machine translation might
have resulted in a serious issue for classification of
test data, lowering the scores of other languages
dramatically.

Another possible reason for the lowered perfor-
mance in non-English languages is that there are
large differences in topics. Words like "Trump"
and "Russia" frequently appear in English memes,
but "Bulgarian" is one of the most frequently used
words in North Macedonian memes. Since Bul-
garia and North Macedonia have some diplomatic
issues (KAMBERI, 2023), memes that have ba-
sis on them ("THE BULGARIANS ENTER THE
CONSTITUTION" for example) tend to appear fre-
quently. This kind of differences in topics probably
caused the lowered accuracy in non-English lan-
guages, revealing a new challenging problem of the
approach to implement my English baseline into
other languages.

4 Experimental setup

Before moving on to the actual training of the
model, data preparation was an essential part of
my solution. First of all, all the data of this
task (including other subtasks) are imported as
json files and converted into pandas dataframes.
The dataframes have "text" and "propagandis-
tic/non_propagandistic" as columns. Training data
and validation data from both subtask 1 and sub-
task 2 are composed of "propagandistic” only, so
they are concatenated as "large_datal", which is a
dataframe with 8307 rows and all "propagandistic"
memes. Also, data from Kaggle? are imported as
all "non_propagandistic" dataframe and processed
so that it has no usernames in "text" column. Vali-
dation data of subtask 2b are previously imported,
but I decided to increase weight of training data of

LANGUAGE F1 macro F1 micro Ranking
English 0.71353 0.79000 13/20
Bulgarian 0.32670 0.33000 14/14
North Macedonian 0.38942 0.46000 13/14
Arabic 0.52825 0.54375 9/14

Table 1: Task scores for multiple languages

task 2b by twice and not to use validation data after
trial submissions in development phase. There-
fore, the resulting training data are composed of
training data from subtask 2b (weight increased
by twice), "large_datal" and additional data from
Kaggle?. The training dataframe is adjusted so that
it has 11001 memes for both propagandistic and
non-propagandistic at maximum, being shuffled to
be ready for training.

The reason why the additional data from Kag-
gle? are chosen is that they are less likely to be
propagandistic compared to many other existing
datasets. The data are from customer support on
Twitter including AppleSupport and AmazonHelp,
so the topic there should be something related to
their products or services. There are many other
existing datasets extracted from social media plat-
forms, but it takes too much time end effort to man-
ually assign propagandistic and non-propagandistic
to each utterances. For the purpose of getting non-
propagandistic utterances only, it might be one of
the easiest and most realistic approach to find an
existing dataset whose topic is clearly unrelated to
politics and diplomacy as included in my solution.

After these data preparation steps, the model
(Komecgoglu, 2023) is trained with the training
dataset, and test data with unlabeled memes are
imported as a json file. The memes in non-English
languages are translated into English as stated in
the previous section. The trained model assigns
either "propagandistic” or "non_propagandistic" to
each meme. The training data and test data are
cleaned with new line removal and lower casing
prior to use of them.

5 Results

Table 1 shows official results of my solutions. They
show fairly high accuracy of my English baseline
with nearly 0.8 in F1 micro. It can be said that my
methodology for English baseline using classical
machine learning works fairly well with a thought-
ful training data adjustment.

As for the non-English languages, the scores go

372



down due to the potential reasons as stated in prior
sections. Even so, Arabic has relatively high accu-
racy, which is lower than English by around 0.18
in F1 macro but higher than Bulgarian by around
0.20. This difference might have been caused by
accuracy of machine translation mainly. Arabic is
a widely used language with a total of about 372.7
million native speakers in the world.?> There is a
possibility that Google Translate (Nidhal, 2023),
which I use for machine translation, has higher ac-
curacy for widely used languages including Arabic,
maintaining the original meanings and nuances of
the memes fairly correctly.

6 Conclusions

To summarise, my methodology firstly focuses on
establishing a baseline that guarantee fairly high
accuracy for English memes. After that, the base-
line is implemented into non-English languages by
translating the memes into English using machine
translation.

The results show high reliability of my English
baseline. The methodology for the baseline has its
basis on classical machine learning, but my partici-
pation in this task reveals its fundamental abilities
to deal with complicated classification task with
properly adjusted training data.

On the other hand, the results also show that the
simple application of my English baseline has a
room for improvement. The scores of non-English
languages dramatically dropped although Arabic
has relatively reasonable accuracy compared to Bul-
garian and North Macedonian. There can be many
possible reasons for this including the accuracy of
machine translation and changes in topics between
memes in different languages.

In future studies, it might be worthwhile to
enhance the model with many more memes for
my English baseline. Collecting propagandistic
memes might be a time consuming task, but non-
propagandistic memes, on the other hand, can be
easily found and used by utilizing existing datasets
whose topics clearly have nothing to do with poli-
tics and diplomacy. As for non-English languages,
higher accuracy might be achieved by using bet-
ter machine translation models and enhancing the
baseline model with specific political or diplomatic
topics in the countries.

Shttps://www.worlddata.info/languages/arabic.
php
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