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Abstract
Large Language Models (LLMs) are becom-
ing popular and easily accessible, leading to
a large growth of machine-generated content
over various channels. Along with this popular-
ity, the potential misuse is also a challenge for
us. In this paper, we use subtask A monolin-
gual dataset with comparative study between
some machine learning model with feature ex-
traction and develop an ensemble method for
our system. Our system achieved 84.31% ac-
curacy score in the test set, ranked 36th of 137
participants. Our code is available at: https:
//github.com/baoivy/SemEval-Task8

1 Introduction

In our current time, large language models (LLMs),
such as ChatGPT (Ouyang et al., 2022), GPT-
41, LLaMA (Touvron et al., 2023) and BLOOMz
(Muennighoff et al., 2023) can be easily observed
to be becoming increasingly prevalent from diverse
forms ranging of news, multimedia to education.
How outstandingly LLMs answer to user’s prob-
lems makes them appealing for automatic missions
as well as diminishing human labor in many scenar-
ios. Nevertheless, this also unexpectedly leads to
problems with regard to human’s misuses, spread-
ing misinformation and causing disruptions in the
education system in particular. Therefore, it is nec-
essary to develop systems that can automatically
distinguish AI contexts from human-written ones.

Recently, with the exponential growth of LLMs,
many researchers have attempted to distinguish
human-written texts from machine- generated ones.
Uchendu et al., 2021, Wang et al., 2024b, He
et al., 2024, Liu et al., 2023b have shown us about
machine-generated and human writing data from
various source. Mitchell et al., 2023, Bao et al.,
2023, Deng et al., 2023 used zero-shot classifi-
cation method to calculate probabilities from per-
turbated input text. Bhattacharjee and Liu, 2023

1https://openai.com/

leveraged prompt-base method to utilize LLMs
as detector. Gehrmann et al., 2019 used statisti-
cal method to detect machine-generated paragraph
with language model to compute conditional prob-
ability. For fine-tuning language model method,
Fagni et al., 2021 had a comparative study among
pre-trained language model, feature-base and char-
acter level classification on DeepFake dataset and
showed that pre-trained language model has a
best result than others. Liu et al., 2023c used
feature-base classification with RoBERTa as em-
bedding and LSTM + Self-Attention in classifica-
tion head. Bhattacharjee et al., 2023 used unsu-
pervised and self-supervised learning by leverag-
ing domain adaptation on unlabeled dataset and
contrastive learning belonging with pre-trained
language model to learn domain representations.
Kirchenbauer et al., 2023, Liu et al., 2023a used a
novel approach with watermark embedding to de-
tect LLMs text that employed by LLMs or neural
network.

Being inspired by feature-based classification
technique, we propose to have a comparative
study for simple and lightweight machine learn-
ing method beside the trend of LLM. Our system
compares various machine learning models among
with ensemble method for multiple machine learn-
ing method to find the best combination for our
system.

The rest of the paper is as follows. The section
2 generalizes task description and dataset for our
experiment. The section 3 shows the description
of our system. The experimental setup and results
are presented in section 4. Finally, section 5 is the
conclusion and discussion about our work.

2 Task description & dataset

2.1 Task description

In SemEval 2024- Task 8 (Wang et al., 2024a), the
topic for subtask A is Binary Human-Written vs.
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Machine-Generated Text Classification. The full
text is to determine whether an essay is human-
written or machine-generated. There are two tracks
for subtask A: monolingual (only English sources)
and multilingual. On this subtask, we only focus
on monolingual dataset.

2.2 Dataset overview
The SubTask-A monolingual dataset originated
from various sources of content, including
Wikipedia, WikiHow, Reddit, arVix, PeerRead,
and OutFox (Koike et al., 2023). According to
the author, this is an extended version of the M4
dataset (Wang et al., 2024b). All paragraphs in the
dataset of subtask A monolingual are written in
English. This dataset contains a total of 159,029
essays, which were split into a three-part train
set, development set (dev set), and test set. The
monolingual dataset contains two types of labels,
0 represented by human writing and 1 represented
by machine-generated. In particular, the train set
was constructed from 5 different generator (Hu-
man, ChatGPT, Dolly-v2, CoHere and Davinci003)
and the development set was constructed only from
Bloomz. For the test set, GPT-4 had been added
along with the remaining generator to generate es-
says. The overview statistical and distribution of
labels will be detailed in Table 1 and an example of
the dataset is represented in Table 2. Additionally,
the distribution between human labels and machine-
generated labels on the train set is almost equal so
the class imbalance technique is not used for this
task.

Moreover, a pre-processing step was applied to
the dataset by the following deletions and changes:

• Removing punctuation in sentence

• Lower casing text

• Removing any leading and trailing whitespace

• Remove URLs

Dataset #Number Label Distribution (%)

Human Machine

Train set 119,757 52.9 47.1
Dev set 5,000 50.0 50.0
Test set 34,272 47.5 52.5

Table 1: Dataset statistical

3 System Description

We will describe our developed model in this sec-
tion. On Section 3.1, we will discuss how we em-
bedded sentences in essays using a pre-trained lan-
guage model. Then, for the crucial section, we
would like to present the detail of our model on
3.2. We perform our architecture based on Fig-
ure 1. First step, the essays need to be embedded
through pre-trained language model. Next, we use
ensemble method with base model and then give a
final prediction by using meta-model.

3.1 Embedding

For the embedding stage, each token needs to be
represented in a vector. Some essays have more
than 512 tokens, which will lead to exceed at orig-
inal BERT (Devlin et al., 2019), we determine to
utilize Longformer (Beltagy et al., 2020) model to
capture semantic embedding of each word within
essays of dataset. Given the essay X, the vector
embedding of each token will be calculated in the
essay. The input will be formed as (wi is a word in
essay):

<s> w1 w2 ... wi </s>

This produces an embedding matrix E ∈ RN×K

(K is a hidden size of word, N is a number of
token) by taking the last hidden layer. After that,
mean pooling is applied to each vector embedding
of the matrix to flatten into a standard vector to
aggregate feature of token. The dimension of the
vector for each essay will be X ∈ RN where N is a
number of tokens in essay and X is a feature vector
of essay X.

3.2 Ensemble model

After text embedding, we develop our classifica-
tion stage for the system. We will discuss each
base model in section 3.2.1 and how we ensemble
various base models in section 3.2.2

3.2.1 Base model
We utilized Support Vector Machine (SVM), XG-
Boost, Logistic Regression, and K-nearest neigh-
bors (KNN) as the base model for our ensemble
method.

Support Vector Machine (SVM) (Hearst et al.,
1998) is a supervised learning model that is used
for classification and regression tasks. SVM maxi-
mizes the hyperplane or set of hyperplanes to find
the best boundary that separates different classes
in a dataset.
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ID Essays Label

1 ...Step 10. Pause The Game. To pause the game, just press the "start" button... Machine
56406 ...If you haven’t used it in the last six months there is little Human

chance you’ll use it in the next six months. Toss it.

Table 2: Example dataset
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Figure 1: Overview of our system architecture. We demonstrate the best combination model from our experiment

Hyperparameter Value

C 1.0, 10.0
λ 0.0001,

0.001, 0.1,
0.2, 0.5, 1,
10

Table 3: SVM configuration

Due to the non-linearity of the dataset, we de-
cided to use the Radial basis function (rbf) kernel
for SVM, which is defined as Formula 1. More-
over, to find the best parameter for the SVM model,
we listed all the hyperparameter values of C and λ
used in the grid search as Table 3.

K = Ce−γ||x−z||2 (1)

XGBoost (Chen and Guestrin, 2016) is a scal-
able end-to-end tree boosting technique which al-
lows to correct the error of the previous tree by
creating multiple trees sequentially. The classifier
also assigned a weight value to each independent
variable and used some techniques to prevent over-
fit like tree pruning, sparsity awareness, etc.

Same as SVM, we construct candidate hyperpa-
rameter values of max depth of the tree and λ used
in the grid search as Table 4.

Logistic Regression (LR) is a simple technique
for binary classification. Given feature variables,
the output is a probability from [0; 1]. This can be

Hyperparameter Values

Learning rate 0.1, 0.2
Estimators 60, 80, 100
Max depth 2, 4, 6

Table 4: XGBoost configuration

achieved by applying of a sigmoid function to the
linear combination of the independent variables. In
our system, we only use the default configuration.

K-nearest neighbour (KNN) is a simple tech-
nique for classification which uses majority vote
on k closest data point to target point. Grid search
is also utilized to find the best value of k, where
k ∈ {3, 5, 7, 9}.

3.2.2 Stack ensemble

Ensemble different machine learning models is the
way to improve prediction accuracy to leverage the
strengths and mitigate the weaknesses of the indi-
vidual base models. In our system, we choose stack
ensemble as an ensemble method for our system.
For this technique, applicable in scenarios with N
base model (M1,M2, ...,Mn) and meta-model M ,
determine meta feature for meta model by predict-
ing each base model X̂ = (M1(X), ...,Mn(X)).
Then predict the final output by calculating meta
model y = M(X̂). Many different base models
and meta model have been evaluated and compared,
including Naive Bayes, k-nearest neighbors, SVM,
XGBoost, and Logistic Regression as section 3.2.1
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3.3 Experiment setup

We describe our system setup procedure. As GPU,
we use a single RTX 4090 24GB to train and in-
fer our system for both stages. In the embedding
stage, we use Hugging Face2 library for the Long-
former model. For maximum token length in the
pre-trained language model, because some essays
are longer than 512 tokens, we set it to a maximum
of 1024 tokens with padding and truncating. We
infer each essay without any training on it.

For the classification stage, with SVM, Logistic
Regression, and KNN model, due to the large di-
mension of the dataset, we proposed to use cuML3

library, which supports GPU-accelerated for ma-
chine learning algorithms. For XGBoost we use
xgboost 4 library and sklearn5 for stack ensemble.
Hyperparameter tuning is used in each machine
learning model to find the best parameter for each
model (all candidate parameters are defined in sec-
tion 3.2.1). A 5-fold cross-validation is used to find
the optimal configuration for the ensemble.

4 Results & Discussion

4.1 Evaluation metric

For subtask A monolingual task, the metrics used
to evaluate our result for the dataset are Marco-
F1, Mirco-F1, and Accuracy. The main metric for
ranking submission is Accuracy. In more detail,
the accuracy metric is given by the ratio of the
total number of correct predictions to the total pre-
dictions done by the model, regardless of true or
false predictions. Micro F1-score is the harmonic
mean of precision and recall and macro-F1 score
is defined as the average of Mirco F1-score across
different classes.

4.2 Results

In this section, we present the result of our model,
focusing on its accuracy in the dev set and test
set. Table 5 shows the performance of our models
with some combination with the base model when
using the ensemble method mentioned in section
3.2, compared to the dev set. All results were run-
ning on the best hyperparameter value of each base
model. We first compare the efficiency of each in-
dividual model. SVM gives the best performance

2https://huggingface.co/
3https://github.com/rapidsai/cuml
4https://github.com/dmlc/xgboost
5https://scikit-learn.org/

among all (0.6986). Surprisingly, LR have better
performance than XGBoost in monolingual task.

From the result of each model, we also com-
pare our main model with some combinations of
the base model when using the stack ensemble
method which is represented in Table 5. SVM is
used as base models for all ensemble experiments
since they give better performance than others. The
results do not significantly differ from the three
models in our experiment. For model 3, the result
is slightly better than model 1 and model 2 which
achieved 0.7101 accuracy score.

For the test set, we can notice that all results
from 7 methods are not significant differences. The
result of SVM (0.8399) still outperformed on indi-
vidual tests. However, XGBoost has surpassed the
performance of KNN and LR on the test set (0.8319
compared to 0.8244 and 0.8155). The LR has the
worst performance among 4 models. Surprisingly,
after evaluating the test set on the ensemble method,
model 1 inferior when compared to the rest. In con-
trast, model 3 has the best result at the test set with
an accuracy of 0.8458. We also visualize our per-
formance of model by representing the confusion
matrix in Figure 2

Table 6 shows the result at the stage. We eval-
uate our result on model 2. Our system achieves
0.8438 which is ranked 36th out of 137. Unfor-
tunately, we can not surpass the result of baseline
(achieves 0.8847), which is using RoBERTa model
(Zhuang et al., 2021) for classification. Besides,
this is a prospective result that can achieve to ac-
ceptable score when comparing the traditional ma-
chine learning method with the pre-train language
model and LLMs. Moreover, we can have an in-
sight into training on traditional machine learning
methods and language models nowadays. We be-
lieve that if we have a better strategy on hyperpa-
rameter tuning, the result could be higher than our
official submission.

5 Conclusion

In subtask A monolingual of SemEval task 8, we
have represented our system for machine-generated
detection. We proposed to develop our system
based on ensemble of multiple traditional machine
learning method with hyperparameter tuning. We
found that XGBoost, SVM and KNN as base model
and Logistic Regression in meta model would give
the highest result. Our official system was ranked
the 36th to 137 in test set of subtask A monolingual
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Method Development phase Test phase
Accuracy Micro F1 Macro F1 Accuracy Micro F1 Macro F1

SVM 0.6986 0.6986 0.6758 0.8399 0.8399 0.8360
XGBoost 0.6486 0.6486 0.6206 0.8319 0.8319 0.8293
KNN 0.5492 0.5392 0.5057 0.8244 0.8244 0.8228
LR 0.6774 0.6774 0.6549 0.8155 0.8155 0.8114

Model 1 0.7108 0.7108 0.6925 0.8329 0.8329 0.8279
Model 2 0.7032 0.7032 0.6840 0.8439 0.8439 0.8401
Model 3 0.7028 0.7028 0.6832 0.8458 0.8458 0.8422

Table 5: Result on different method on dev set and test set. Test result with italicized have been run after test phase
deadline. Denoted that Model 1 is XGBoost + SVM as base model, LR as meta model, Model 2 is XGBoost + SVM
+ KNN as base model, LR as meta model, Model 3 is LR + SVM + KNN as base model, XGBoost as meta model.
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Figure 2: Confusion matrices for (a) the development set and (b) the test set on official submission

Team Subtask A - Monolingual
Accuracy

Baseline 0.8847

#1 Team 0.9688
Ours (36th) 0.8438

Table 6: Result and ranking on test set

with 0.8439 accuracy score and 0.7032 accuracy
score in dev set. From our result, traditional ma-
chine learning methods still have been proven ef-
fective in classification, with some training strategy,
compared to other methods such as LLMs.
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