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Abstract

This paper outlines our approach to SemEval
2024 Task 9, BRAINTEASER: A Novel Task
Defying Common Sense. The task aims to eval-
uate the ability of language models to think
creatively. The dataset comprises multi-choice
questions that challenge models to think ’out-
side of the box’. We fine-tune 2 models, BERT
and RoBERTa Large. Next, we employ a
Chain of Thought (CoT) zero-shot prompting
approach with 6 large language models, such
as GPT-3.5, Mixtral, and Llama2. Finally, we
utilize ReConcile, a technique that employs a
‘round table conference’ approach with multi-
ple agents for zero-shot learning, to generate
consensus answers among 3 selected language
models. Our best method achieves an overall
accuracy of 85 percent on the sentence puzzles
subtask.

1 Introduction

Evaluation methods in the NLP community pre-
dominantly emphasize Vertical thinking, charac-
terized by sequential, analytical processes based
on rationality, logic, and rules. However, SemEval-
2024 Task 9, BRAINTEASER (Jiang et al., 2024b),
which is based on the original BRAINTEASER
dataset (Jiang et al., 2023), aims to introduce a task
that promotes lateral thinking (or “thinking outside
the box”), a divergent and creative process involv-
ing the exploration of new perspectives when ad-
dressing problems. The BRAINTEASER QA task
consists of two subtasks for the English language:
Sentence Puzzles and Word Puzzles. This task is
designed to challenge the common sense reason-
ing capabilities of NLP models and stimulate the
development of models that can think laterally.

* Sentence Puzzles: Sentence-type brain teaser
where the puzzle-defying commonsense is
centered on sentence snippets.

* Word Puzzles: Word-type brain teaser where
the answer violates the default meaning of the

word and focuses on the letter composition of
the target question.

We generate baselines for two attention-based
models, BERT (Devlin et al., 2019) and RoBERTa-
Large (Liu et al., 2019), as selected in the task
paper, to solve these types of multiple-choice prob-
lems. Then we fine-tune them with the same con-
figs. After achieving some accuracy through fine-
tuning, we explore zero-shot prompting with var-
ious large language models (LLMs). To further
improve results, zero-shot prompting is conducted
using a Chain of Thought technique (Wei et al.,
2023). As illustrated in Figure 1, we compel the
model to analyze and provide step-by-step reason-
ing for its answer instead of simply providing a cor-
rect option alone. This approach helps the model
focus more on details and answer questions with
fewer errors.

Model Input

Question: You go to the doctor because you're ill, and he
prescribes you three pills and tells you to take them every
half hour. How long do the pills last you?

A: One and a half hours.

B : An hour.

C : Two hours.

D: None of above.

Standard Prompting Model Output
D : None of above.

Chain Of Taught Prompting Model Output

To solve this question, let's break it down:

You have three pills.

You're instructed to take them every half hour.

If you take one pill every half hour, it will take you 3 * 0.5 =
1.5 hours to finish all the pills.

So, the correct answer is:

A: One and a half hours.

Figure 1: Chain Of Thought Prompting (GPT3.5)
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B, with 100% Confidence

Claude

Initial Round

Mixtral

C, with 95% Confidence

Question: How many times can
you divide 100 by 10?

A. Infinite time.

B. Once.

C. Two times.

D. None of above.

B, with 100% Confidence

Figure 2: An Illustration of RECONCILE for Initial Round

Communication among multiple agents is fun-
damentally important in complex decision-making
processes. Therefore, as our main strategy, we use
the ReConcile technique (Chen et al., 2023), which
generates answers by gathering the consensus of
multiple models based on their confidence levels,
to address these problems. To make this technique
compatible with this type of dataset, we extend the
application of ReConcile from yes/no questions to
the BRAINTEASER questions. In this system, we
apply the concept of a society of minds to multi-
ple agents. For round table decision-making, we
execute three phases: Initial Response Generation,
Multi-Round Discussion, and Final Answer Gen-
eration on three language learning models: Mix-
tral8x7b (Jiang et al., 2024a), Claude ', and GPT3.5
2. As illustrated in Figure 2, in each phase, we gen-
erate specific prompts (see Appendix B) for models
to answer the question, along with their confidence
level between 0 and 1. We then use their answers
for the next round and derive an overall consensus
answer for each round. The method that gave us
our best result achieved a rank of 11 out of 33 for
the sentence puzzles in the task leaderboard. Fur-
ther details of our implementations are available
through our GitHub repository. 3.

2 Background

2.1 Related Works

The exploration of reasoning abilities in large lan-
guage models, lateral thinking, and common sense

'Available at https://claude.ai/ .
2 Available at https://openai.com/ .
3Github Repository

reasoning has been the focus of several studies in
recent years. The BRAINTEASER is a novel task
in this context, requiring a unique blend of these
capabilities. In the paper (Zhang et al., 2022), foun-
dational insights into the use of knowledge graphs
for self-supervision in common sense reasoning
tasks are provided. This work is particularly rel-
evant as it demonstrates how external knowledge
can significantly improve an LLM’s ability to solve
reasoning problems. Furthering the discussion on
reasoning, LatEval (Huang et al., 2024) introduces
an evaluation benchmark for LLMs based on lat-
eral thinking puzzles. This process is similar to
the method in solving the BRAINTEASER, which
encourages models to elaborate on their reasoning,
leading to improved performance. The paper Rid-
dleSense (Lin et al., 2021) offers an analysis of how
LLMs handle riddle questions that require linguis-
tic creativity and common sense knowledge. This is
directly linked to our approaches, where the ability
of an LLM to use analogous examples influences
its problem-solving effectiveness. Also, (Dou and
Peng, 2022) investigates the inherent knowledge
within language models and their ability to func-
tion in zero-shot common sense question answering
tasks. The integration of external knowledge is par-
ticularly relevant to tasks requiring common sense
and real-world information, underscoring the im-
portance of knowledge retrieval in the context of
the BRAINTEASER. MVP-Tuning (Huang et al.,
2023) introduces a novel approach to knowledge
retrieval using prompt tuning. This aligns with
our aim in solving BRAINTEASER to evaluate
the capacity of LLMs to handle questions that ne-
cessitate an understanding of the world as humans

225


https://claude.ai/
https://openai.com/
https://github.com/baktash81/SemEval_2024_BRAINTEASER

perceive it. Lastly, ReConcile (Chen et al., 2023)
and (Liang et al., 2023) both discuss the use of
multiple LLMs to improve reasoning capabilities.
These works highlight the potential of using a di-
verse set of models to solve complex tasks like the
BRAINTEASER, further enriching the strategies
for solving such tasks with Al systems.

2.2 Datasets

The organizers provide datasets for one language:
English. As mentioned previously, the dataset con-
sists of two categories: Sentence Puzzles and Word
Puzzles. The task providers construct reconstruc-
tion versions of the original data in two parallel
ways: Semantic Reconstruction and Context Re-
construction. This is done to ensure that the task
evaluates lateral thinking ability rather than mere
memorization. The Semantic variant reformulates
the initial question while preserving its answer,
whereas the Context variant retains the misleading
commonsense assumption as is and modifies the
question and its answer to fit a different situational
context.

The dataset is split into two parts for the evalu-
ation phase: train and test sets for each category.
In the sentence puzzles category, the train set com-
prises 507-row samples, while the test set consists
of 120-row samples. Similarly, in the word puzzles
category, the train set contains 396-row samples,
and the test set has 96-row samples. Each sample
includes a question with its corresponding answer
and three distractors. We utilize both word and
sentence puzzle datasets during the training phase,
but only the sentence puzzles dataset is used for
zero-shot phases.

2.3 Evaluation Metrics

The accuracy metric is employed for evaluation as
described in the task paper. Performance evaluation
is conducted using two accuracy metrics: Instance-
based Accuracy and Group-based Accuracy for
Original, Semantic, and Context questions.

3 System overview

3.1 Preprocessing

In the fine-tuning phase, we employ two
transformer-based models, BERT and RoBERTa,
for multiple choice tasks. Both models are pre-
trained on large text corpora. The input to these
models is a sequence constructed by concatenating
the question with each choice, separated by special

tokens. This process is facilitated by the models’
tokenizers, which convert the text into a format that
the models can understand. For a given question
"Q", and choices, the input to the models would be:

Input; = [CLS] Q [SEP]Choice;[SEP] (1)

nin

where "i" represents the index of the choice.
Each sequence represents a different choice, and
the models’ understanding of the context and the
choices allows them to predict the correct answer.
The fine-tuning process adapts the models to this
specific task, optimizing their parameters to mini-
mize the difference between the predicted and ac-
tual answers.

3.2 Model Training

We utilize BERT-Base and RoBERTa-Large mod-
els, along with their respective tokenizers, for word
embeddings in the multiple choice task, sourced
from the Hugging Face library. These models are
finetuned using the Hugging Face trainer. Initially,
we load the models and establish a baseline on the
test set for both sentence and word puzzles. Subse-
quently, each model undergoes finetuning with the
default Hugging Face Cross-Entropy loss function
for classification, and overall accuracy is computed
as the metric using the same hyper-parameter con-
figurations as detailed in Table 1.

Hyperparameter Value
Learning Rate 1x107°
Optimizer Adam

B, B2 0.9,0.999
Weight Decay 0.01

Batch Size 1

Loss Function Cross-Entropy
Logging Steps 100
Evaluation Metric ~ Accuracy
Global Seed 255

Table 1: Hyperparameters Configuration

3.3 Chain of Thought Prompting

We use 6 LLMs for CoT zero-shot: Mixtral(8x7b),
Claude, GPT3.5, Llama-2-70b (Touvron et al.,
2023), OpenChat (Wang et al., 2023), and Mi-
crosoft Copilot *. We use graphical web page inter-
faces for Claude, GPT3.5(chatGPT), and Microsoft

4 Available at https://copilot.microsoft.com/
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Copilot (precise mode). We use the same prompt
as the ReConcile initial round. Microsoft Copilot
gives the best performance of this section.

3.4 ReConcile Round Table

Models make mistakes in one or more types of
questions and cannot provide the correct answer
on the first attempt. We need to ask them to pay
attention to certain parts of the question or give
hints to the model so it can provide the correct an-
swer. To ensure human involvement is minimized
and models can help each other, we have employed
the ReConcile method. Using this approach, each
model complements the other. The process of this
system is as follows:

« Initial Response Generation: First, using an
initial prompt, we ask each model to provide
the answer to the question, provide a reason
for the answer, and declare a confidence level
between 0 and 1.

* Multi-Round Discussion: We give the re-
sponses, reasoning, and confidence levels of
the three models, along with the initial prompt,
as input to the models once again. This en-
ables them to consider both the context of the
question and the responses of the three models
when making a selection.

 Final Answer Generation. In this stage, we
initialize a weight for each of the 4 options of
the question, and these weights are summed
up with the confidence level of each model.
Finally, the option with the highest weight is
chosen as the correct option.

Let’s denote the confidence of the model m; for
its selected choice c; as conf(m;, cj). Then, the
total confidence of each choice can be calculated
as:

3
TC(cj) = Z conf(m;, ;) ()
i=1

Where the sum is over all models that selected
choice c¢;. Finally, the choice with the highest total
confidence is selected as the correct choice:

Ceorrect = argmax 1'C'(c;) 3)
CjEC

This means that the correct choice is the one that
maximizes the total confidence over all choices.

The notable point is that this method should be
implemented by models that roughly have equal
performance to grow together after several rounds.
If a model has much lower performance compared
to other models, its reasoning and confidence level
may negatively affect others. For this reason, we
performed this task on three models: Mixtral8x7b,
GPT3.5, and Claude, which have almost similar
accuracy in the initial round. This iterative process
can be continued until all models reach a consensus
and all agree on a specific option for the questions.
We repeated this process for two discussion rounds.

4 Experiments and Results

4.1 Experimental Setup

The training and test sets of the sentence and word
puzzle datasets are used with a split of 0.8 and
0.2, respectively for fine-tuning. Additionally, we
utilize Google Colab’s T4 GPU with the hyper-
parameters as shown in Table 1. For zero-shot
prompting, we use the 120-row test set from the
sentence puzzles.

We leverage HuggingChat > for Mixtral8x7b,
OpenChat, and Llama2-70b. Furthermore, we uti-
lize the official web interface of Claude, Microsoft
Copilot, and GPT3.5. Results for each model and
their corresponding training codes are available in
the GitHub repository.

4.2 Results

As illustrated in Table 2 for the sentence puzzles
and Table 3 for the word puzzles, we present the
performance of BERT and RoBERTa Large in both
their base and fine-tuned versions.® We load the
best model based on Overall Accuracy at the end of
each training. The best performance is achieved by
RoBERTza for both sentence and word puzzles. As
illustrated in Appendix A For every 100 training
steps, we log the overall accuracy for two models.

The submission scores computed by the task
organizer for CoT zero-shot are available in Ta-
ble 4. Among these LLMs, Microsoft Copilot
achieves the best performance. The success of
LLMs in responding to these questions depends on
the model’s ability to recognize that these questions
are tricky and that it doesn’t need to provide logi-
cal reasoning in many cases; the question merely
plays with words. Microsoft Copilot understood
this phenomenon in many questions. However, it

5 Available at https://huggingface.co/chat/
6S(sentence), ori(original), sem(semantic), con(context)
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Model Type S_ori | S_sem | S_con | S_ori_sem | S_ori_sem_con | S_overall
BERT Base Baseline | 0.400 | 0.450 | 0.325 0.350 0.175 0.391
RoBERTa Large | Baseline | 0.250 | 0.175 | 0.275 0.175 0.050 0.233
BERT Base Finetune | 0.725 | 0.750 | 0.650 0.725 0.575 0.708
RoBERTa Large | Finetune | 0.800 | 0.775 | 0.725 0.775 0.700 0.766

Table 2: Models’ Performance on Sentence Puzzles

Model Type W_ori | W_sem | W_con | W_ori_sem | W_ori_sem_con | W_overall
BERT Base Baseline | 0.562 0.343 0.375 0.281 0.093 0.427
RoBERTa Large | Baseline | 0.250 0.281 0.343 0.218 0.093 0.291
BERT Base Finetune | 0.687 0.656 0.468 0.625 0.375 0.604
RoBERTa Large | Finetune | 0.687 | 0.687 0.562 0.656 0.468 0.645

Table 3: Models’ Performance on Word Puzzles

also made mistakes in several questions. For exam-
ple, consider Appendix C for an illustration.

For Reconcile, the results of each model in every
round, as well as the consensus reached in each
round, are presented in Table 5. In the table, we
observe that Claude achieves the highest overall
accuracy among the models in each round. Nearly
every model in the Reconcile system either im-
proves or maintains its best performance in over-
all accuracy with each round. This suggests that
they are all capable of making informed decisions
based on the reasoning provided by all agents dur-
ing the discussion rounds. At the conclusion of
round 2, the consensus overall accuracy stands at
0.758, which is 0.3 to 0.5 points higher than the
initial round results of all three models. Further-
more, we note that the consensus result improves
by approximately 1 percent from the initial round
to round 1, and by approximately 0.8 percent from
round 1 to round 2. This indicates that after several
rounds, the models converge and reach a consensus
on the questions. See Appendix D. Also for an
example, see Appendix E

5 Conclusion

In this paper, we present our approach to SemEval
2024 Task 9, BRAINTEASER: A Novel Task De-
fying Common Sense, which challenges models
to think creatively beyond conventional reason-
ing. Through fine-tuning BERT and RoBERTa
models, as well as employing zero-shot prompting
techniques using various large language models,
we achieved notable performance improvements.
Particularly, Microsoft Copilot performs the best
without being taught beforehand, showing it under-
stands the tricky task really well. Furthermore, our

ReConcile Round Table method demonstrates the
efficacy of collaborative decision-making among
models, leading to a progressive improvement in
overall accuracy across multiple rounds of discus-
sion.
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Sentence Puzzles
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Figure 3: Overall Accuracy of Two Models Logged
Every 100 Training Steps on Sentence Puzzles.

Word Puzzles

| —e— RoBERTa_Large
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Figure 4: Overall Accuracy of Two Models Logged
Every 100 Training Steps on Word Puzzles.

B Prompts

Initial Prompt

Please answer the question with step-by-
step reasoning. Also, evaluate your
confidence level (between 0.0 and 1.0) to
indicate the possibility of your answer being
right. Please give the answer in this template:
Solution:

Reasoning:

{Question}

{Choices}

Discussion Prompt

{initial_prompt}

Carefully review the following solutions from
other agents as additional information, and
provide your own answer and step-by-step
reasoning to the question. Clearly state
which point of view you agree or disagree
with and why.

{agent_one_answer}

{agent_one_reason}
{agent_one_confidence}
{agent_two_answer}

{agent_two_reason}
{agent_two_confidence}
{agent_three_answer}
{agent_three_reason}
{agent_three_confidence}

Figure 5: ReConcile Initial and Discussion Prompts

C Copilot Examples

As illustrated in Table 6, the model correctly an-
swers the first three samples but provides an in-
correct response for the fourth. This model lacks
accuracy in calculation questions, often correctly
presenting the equation but solving it inaccurately.
Additionally, in some cases, the model accurately
formulates the equation and even solves it correctly.
However, when the desired option is not among
the choices, instead of choosing the "None of the
above’ option, it attempts to reinterpret the ques-
tion in a way that one of the numerical options
becomes correct.

D Reconcile Convergence

Table 7 indicates the number of questions to which
all three models provide the same answer choice
in each round. This suggests that after each round,
the models achieve a relative convergence.
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Question

Answer

How can you toss a fragile glass ball against a sturdy brick
wall from a distance without shattering it? A. No problem,
because sturdy bricks are very hard to crack B. You need
to throw the glass ball hard. C. You need to throw the
glass ball gently. D. None of above.

Solution: A: No problem, because sturdy bricks are very
hard to crack Reasoning: The question is a play on words.
It’s not the glass ball that we’re worried about cracking,
it’s the brick wall. And brick walls are indeed very hard
to crack.

Ana’s school has 4 students in Alaska: Maria, James,
Jonghyun. What is the name of other student? A. Mark.
B. Ana C. Michael D. None of above.

Solution: B: Ana. Reasoning: The question states “Ana’s
school has 4 students in Alaska: Maria, James, Jonghyun.”
So, Ana is the fourth student.

In a house, there are three major rooms. The first is stuffed
with cash. The second is stuffed with crucial documents.
The third is stuffed with jewels. One day, all of these
rooms caught fire. Which room did the cops initially put
out the fire? A. The one with jewelry. B. The one with
important papers. C. The one filled with money. D. None
of above.

Solution: D: None of above. Reasoning: The question is
a play on words. It’s not the cops’ job to put out fires, it’s
the firefighters’ job.

During a 5-day competition, a professional fisherman
caught 30 fish. He caught three more fish each day than
the day before. On the first day, how many fish did the
fisherman catch? A. Two B. One C. Three D. None of
above

Solution: A: Two. Reasoning: If the fisherman caught 30
fish in 5 days, and each day he caught three more fish than
the day before, we can set up the equation: x + (x+3) +
(x+6) + (x+9) + (x+12) = 30. Solving for x gives us x = 2.
So, the fisherman caught two fish on the first day.

Table 6: Microsoft Copilot Answers to Some Questions

Round

Question Count

Initial Round
Round 1
Round 2

74
88
104

Table 7: ReConcile Models Convergence

E Reconcile Example

The iterative process of answering the question
below is illustrated in Table 8.

If a boat is parked in a marina and tied to a
nearby station, how did its owner found the

boat a couple of hours later in the middle of the

ocean?
A. The station wasn’t fixed in the marina
B. The dolphins untied the knots.
C. The waves were powerful, which pushed the
boat and the marina together.
D. None of above.
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Model

| Solution

Reasoning

| Confidence

Initial Round

GPT3.5 Solution

If the station (presumably a mooring or dock) wasn’t se-
curely fixed in the marina, it could have drifted into the
ocean, taking the boat with it.

1.0

Claude Solution

This explains how the boat ended up drifting into the
ocean after being tied up.

0.7

Mixtral Solution

If the station wasn’t fixed properly in the marina, it’s
possible that the boat became loose and drifted away into
the ocean due to wind or tidal influences. Over time,
the gap between the boat and the dock could increase,
eventually pushing the boat further out into deeper waters.

0.85

Round 1

GPT3.5 Solution

If the station to which the boat was tied was not properly
fixed in the marina, it could have drifted away into the
ocean, taking the boat with it.

0.9

Claude Solution

I agree with Agents two and three that an unsecured float-
ing station drifting away best explains how the boat ended
up adrift in the ocean.

1.0

Mixtral Solution

While all options are plausible scenarios for how the boat
might have ended up in the ocean, option A provides the
most likely explanation given our current understanding
of physics and marine environments. Both agent two and
agent three suggest that if the station was not fixed prop-
erly, it could have been moved by external forces such as
wind or tide, thereby pulling the boat along with it. In con-
trast, option C assumes that the waves were strong enough
to move both the marina and the boat simultaneously, an
event that seems less probable than the movement of a
single object like the station. Option B attributes the boat’s
displacement to intelligent behavior on part of dolphins,
which lack the necessary appendages to manipulate rope
knots underwater. Therefore, we can infer that the station
must have been unsecured, allowing it to drift out into the
ocean while carrying the boat with it.

0.95

Round 2

GPT3.5 Solution

If the station to which the boat was tied was not properly
fixed in the marina, it could have drifted away into the
ocean, taking the boat with it.

0.95

Claude Solution

I agree with Agents two and three that an unsecured float-
ing station drifting away provides the most logical expla-
nation for how the boat ended up adrift.

Mixtral Solution

All three agents came to the conclusion that option A is
the most likely scenario because it’s more feasible that
an unsecured floating station would be moved by exter-
nal forces such as wind or tide, rather than assuming that
powerful waves managed to push the marina and the boat
together at once, or attributing the boat’s displacement to
intelligent behavior from dolphins who wouldn’t possess
the physical capability to manipulate rope knots underwa-
ter.

0.98

Table 8: Reconcile Example
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