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Abstract

This paper describes our submission to Task
2 of SemEval-2024: Safe Biomedical Natural
Language Inference for Clinical Trials. The
Multi-evidence Natural Language Inference for
Clinical Trial Data (NLI4CT) consists of a Tex-
tual Entailment (TE) task focused on the eval-
uation of the consistency and faithfulness of
Natural Language Inference (NLI) models ap-
plied to Clinical Trial Reports (CTR). We test
2 distinct approaches, one based on finetuning
and ensembling Masked Language Models and
the other based on prompting Large Language
Models using templates, in particular, using
Chain-Of-Thought and Contrastive Chain-Of-
Thought. Prompting Flan-T5-large in a 2-shot
setting leads to our best system that achieves
0.57 F1 score, 0.64 Faithfulness, and 0.56 Con-
sistency.

1 Introduction

The digitization of medical documents allows the
development of tools using various NLP techniques.
In the case of Clinical Trial Reports (CTR), these
tools can facilitate recruiting patients to participate
in a trial or help researchers keep up to date with
the literature. Natural Language Inference (NLI)
is particularly useful in detecting the relationship
between a CTR and a statement. For instance, it
can be used for patient-trial matching.

Task 2 of SemEval 2024 defines a Textual En-
tailment (TE) task applied to English breast cancer
CTRs. A submitted system must perform a bi-
nary classification based on a CTR and a given
statement, using the labels entailment or contra-
diction. In addition to the traditional F1-measure
for Textual Entailment, the submitted systems are
evaluated on 2 strong metrics: Faithfulness and
Consistency.

In this paper, we first introduce the task and some
related work in Sec. 2. Sec. 3 describes our pro-
posed approaches, while Sec. 4 gives further details

about the experimental setup. Sec. 5 presents the
results and comparative analysis of methods, and
Sec. 6 sums up our work done and provides ideas
for future work.

2 Background

2.1 Corpus and task description

The NLI4CT (Jullien et al., 2024) corpus consists
of a collection of breast cancer Clinical Trial Re-
ports (CTR) taken from clinicaltrials.gov. The doc-
uments are exclusively written in English. These
CTRs are structured with the following sections:
Intervention section describes what treatment is go-
ing to be applied during the trial. Eligibility section
consists of a set of inclusion and exclusion crite-
ria that a test subject must comply with. Results
section displays the outcome measures. Finally, Ad-
verse Events section describes the side effects and
symptoms observed during the trial. In NLI4CT
there are two types of instances: single, where only
1 CTR is involved to perform the inference, and
comparison where 2 CTRs need to be compared.

The task’s objective is to perform Natural Lan-
guage Inference on these clinical trials. A premise
consists of a section of a CTR (or two CTRs if
it is a comparison), and a statement is a single
sentence. The model should predict whether the
premise entails or contradicts the statement. To
tackle the NLI4CT task, the model must perform
several kinds of inference, such as quantitative,
common-sense, and medical reasoning (see Fig. 2).
The inference relationship can be predicted using
the evidence, sentences where clues are contained,
that are in one of the sections of a CTR. Evidence
is provided only in the development and training
sets. The dataset is balanced with half of the in-
stances labeled as entailment and the other half as
contradiction in the train and development subsets.
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2.2 Related work

A previous edition of the NLI4CT task was run as
SemEval 2023 Task 7 (Jullien et al., 2023a). It was
composed of 2 subtasks: an NLI classification task
and an information retrieval task of evidence se-
lection to support the predicted label. The training
and development sets were the same as the present
edition. For the first subtask, the task overview
paper (Jullien et al., 2023b) reports both generative
and discriminative approaches for the submitted
systems. Over the past few years, we have seen the
fast-paced development of Large Language Mod-
els (LLMs) and their increased capabilities in ad-
dressing both generative and discriminative tasks.
Even general-domain LLMs like Flan-T5-xxI in
Kanakarajan and Sankarasubbu (2023) and GPT-
3.5 in Pahwa and Pahwa (2023) have been achiev-
ing competitive performance on domain-specific
tasks for the 2023 edition of the NLI4CT task.

3 System overview

To address the NLI4CT task, we tested 2 main
approaches: the first uses Pretrained Masked Lan-
guage Models (MLM), and the second uses gen-
erative Large Language Models. We wanted to
compare the ability of these two kinds of architec-
tures to solve the same task, in particular in terms
of consistency and faithfulness.

3.1 Finetuning pretrained masked language
models
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Figure 1: MLM ensemble architecture overview.

Our first system is based on finetuning and en-
sembling multiple MLMs on the task data (see an
example in Fig. 1). We first finetune each model us-
ing the train and development splits of NLI4CT. We
evaluate each finetuned model on the test set. We
perform experiments with two ensembling meth-
ods: hard-voting and soft-voting. The hard-voting
method consists of selecting the label y that gets

the majority of votes across the predictions of each
model j, defined as follows:

N

= argmaxz 1(y; =v)
y ‘:1

Soft-voting is computed by using the argmax of
probabilities P; from each model j for a given

label y:
N

j = argmax » _ P;(y)

3.2 Prompting generative large language
models

We designed a set of prompts that rely on the fol-
lowing techniques:

1. A simple prompt instructing the model to per-
form Textual Entailment, giving the statement and
a premise composed of the whole section where the
evidence comes from. We took inspiration from
the instruction templates found in the Flan-Muffin
dataset! that (Lou et al., 2024) used to instruction-
tune the Flan-T5 models (Chung et al., 2022). The
template starts with optional demonstrations that
instantiate this prompt with n training or develop-
ment examples in n-shot settings:

[Demonstrations] [Premise] [Statement] Based
on this premise, is the hypothesis true? OPTIONS:
-’Yes’ -’No’

2. Using the concept of Chain-Of-Thought (Wei
et al., 2022) that decomposes the reasoning behind
a given example; we insert the premise sentences
that are the actual evidence used to infer an entail-
ment or a contradiction in the demonstrations. See
C.2 for a detailed example.

3. We tested the related Contrastive Chain-Of-
Thought (CCOT) (Chia et al., 2023) technique that
gives both one correct and one incorrect explana-
tion in addition to the original template. In our
case, we inserted premise sentences that were not
actual evidence. See C.3 for an example. CCOT
is inspired by how humans learn from positive and
negative examples and aims to reduce reasoning
errors by indicating what mistakes to avoid.

For the demonstrations, we tried three few-shot
settings: zero-shot (ZS: no demonstration, only
for the first template), 1-shot, and 2-shot. See Ap-
pendix C for detailed examples of the prompts.

1https://huggingface.co/datasets/causal—lm/
flan-muffin
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4 Experimental setup

4.1 Data pre-processing

We used the NLI4CT train and development splits
published by BigBio on HuggingFace? and en-
riched them with new columns: primary and sec-
ondary evidence and premises from the JSON files
provided by the organizers. We used this dataset to
build our prompts (see Sec. 3.2). We shuffled the
train and dev sets and selected random instances
to include as demonstrations in our 1 and 2-shot
settings.

4.1.1 Ensembling MLMs

We used Masked Language Models that are pre-
trained on general domain data or clinical data. For
the general domain, we selected NLI-RoBERTa?
(Reimers and Gurevych, 2019) from Sentence
Transformers, which has been previously finetuned
for NLI using SICK (Marelli et al., 2014) and STS
benchmark (Cer et al., 2017). For the clinical pre-
trained models we use Clinical-Longformer* (Li
et al., 2023), which can handle a context window
up to 4096 tokens, and ClinicalBERT? (Wang et al.,
2023) which has been pretrained on Electronic
Health Records. We used Optuna (Akiba et al.,
2019) for hyperparameter search and set our final
configuration with a learning rate of 5¢~° using the
AdamW (Loshchilov and Hutter, 2017) optimizer,
a batch size of 64 and finetuned the models for 4
epochs. Ensembles of the same model used a differ-
ent random seed when training each instance. We
used 4 NVIDIA Tesla V100 with 32 GB of RAM
with a training and inference time varying from 3 to
6.5 hours. A more detailed analysis of the training
cost can be found in Appendix 6.

4.1.2 Prompting generative LLMs

We tested several Large Language Models (see
Appendix F). We eventually chose Flan-T5-large®
(Chung et al., 2022) for its ability to output an-
swers that are easier to parse than the longer and
more challenging answers that could be provided
by Llama-2 (Touvron et al., 2023) or Mistral (Jiang
et al., 2023). Flan-T5 has been pretrained on a mix-
ture of 473 datasets covering 1,836 tasks. However,

2https://huggingface.co/datasets/bigbio/sem_
eval_2024_task_2
3https://huggingface.co/sentence—transformers/
nli-roberta-base-v2
*https://huggingface.co/yikuan8/
Clinical-Longformer
5https://huggingface.co/medicalai/ClinicalBERT
®https://huggingface.co/google/flan-t5-1arge

it has no biomedical or clinical pertaining. We rely
on the HuggingFace framework for all experiments.
We used the same computing setup as in the previ-
ous set of experiments. The codebase for all of our
experiments is freely available.’

4.2 Evaluation

We evaluate our models using the following metrics.
The F1 score of the Entailment class is measured on
a control set of the gold test set which is the same
as the NLI4CT 2023’s test data. Faithfulness mea-
sures whether a model changes predictions when
an ‘entailing’ statement is changed into a ‘contra-
dicting’ statement. Consistency measures whether
a model keeps its predictions when a statement is
changed while preserving its relation to the premise.
Both metrics are computed on a contrast set of the
gold test set that has undergone perturbations (more
details in Jullien et al. (2024)).

5 Results

5.1 Quantitative analysis

Under the username math_agr, our team ranked
27th for an F1 score of 0.57, 18th for Faithfulness
of 0.64, and 25th for Consistency of 0.56. Tables 1—-
6 report the results of our experiments on the test
set.

Single system F1 Faithfulness Consistency
Majority class 0.67 0.00 0.38
tf.idf (Jullien et al., 2024) 0.41 0.47 0.47
FZI-WIM 0.80 0.90 0.73
rezazzr 0.06 0.95 0.60
NYCU-NLP 0.78 0.92 0.81

a: NLI-RoBERTa 0.56 0.58 0.57

b: ClinicalBERT 0.00 1.00 0.62

c: Clinical-Longformer  0.67 0.00 0.38
Ensemble s/h s/h s/h
(at+a+a) 0.57/0.57 0.58/0.54 0.57/0.56
(b+b+b) 0.56/0.63 0.37/0.16 0.47/0.43
(c+c+c) 0.67/0.64 0.00/0.09 0.38/0.40
d: (a+b+c) 0.55/0.57 0.45/0.40 0.52/0.52
(d) + Flan-T5-large  0.57 (h)  0.64(h)  0.56 (h)

Table 1: F1 score, Faithfulness, and Consistency for
single Masked Language Models then soft (s) and hard
(h) ensembling. Ensembles such as (a+a+a) consist of 3
instances of the same model. Flan-T5-large is used in a
2S setting (see Tab. 2 below).

7https://github.com/MathildeAguiar/
SemEval-2024-Task-2
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Each model has different strengths and weak-
nesses across the three metrics in the MLM ex-
periments. The single NLI-RoBERTa seems to
be the most stable baseline despite its lack of pre-
training on biomedical data. It has already been
finetuned on general-domain NLI, and its sentence-
level representation seems to boost its performance.
The ensemble of 3 NLI-RoBERTa does not add
enough diversity to improve its results. The sin-
gle Clinical BERT obtains an F1-score of 0.00: we
observed that it always predicts the label Contra-
diction, which causes a precision and recall of 0.00.
Faithfulness yields 1.00 because it is computed
on instances of the contrast test set that are all
labeled as Contradiction. The ensemble of 3 Clini-
calBERT does not have this issue: some seeds led
to better models. The single Clinical-Longformer
obtains the best results in terms of Fl-score but
the worst on the other two metrics, especially on
Faithfulness. It predicts almost exclusively Entail-
ment, which leads to Faithfulness and Consistency
complementary to ClinicalBERT’s. The ensemble
keeps the same issues. An ensemble (d) of the three
single models could not improve the single NLI-
RoBERTa. Adding Flan-T5’s 2-shot predictions to
the ensemble increased Faithfulness by 0.24 points
but did not yield better F1. This did not improve
either over Flan-T5 alone (see row 2S in Tab. 2).

Prompt F1  Faithfulness Consistency
ZS 0.56 0.57 0.55
1S 0.53 0.63 0.57
2S 0.57 0.64 0.56
ISCOT  0.39 0.70 0.53
2SCOT 043 0.69 0.51
1ISCCOT 0.28 0.85 0.57
2SCCOT 0.24 0.81 0.56

Table 2: F1 score, Faithfulness, and Consistency for the
LLM approach, using Flan-T5-large.

Prompting Flan-T5-large in few-shot mode per-
forms as well as the fine-tuned NLI-RoBERTa. In-
creasing the number of demonstrations tends to im-
prove the scores. This illustrates the usual trade-off
between fine-tuning a smaller model or prompting
a larger model without fine-tuning it. The Chain-
Of-Thought method makes it more difficult to rec-
ognize Entailment relations and leads to lower F1.
As seen above, this mechanically increases Faith-
fulness. Contrastive Chain-Of-Thought further re-

duces the number of predicted Entailment relations,
with an associated increase in Faithfulness. All sys-
tems achieve similar Consistency.

The tf-idf baseline was provided by the task or-
ganizers. Some of our proposed systems scored
below the baseline in some metrics. For instance,
Clinical-Longformer obtained a much lower Faith-
fulness and Consistency, Clinical BERT, CCOT, and
1SCOT prompts obtained lower F1 scores.

According to the leaderboard, the top scores
were 0.80 for the F1 score, 0.95 for Faithfulness,
and 0.81 for Consistency, achieved by 3 differ-
ent teams. We do not have information regarding
the approaches these teams chose at the time of
writing. Using last year’s results on the F1 score,
the approach of Kanakarajan and Sankarasubbu
(2023), using Flan-T5-xx1, achieved an F1 score of
0.83. Their approach differs from ours by not only
prompting Flan-T5 but by finetuning it beforehand
using single- and multiple-instruction templates.
This approach leads to a boost in performance com-
pared to our simpler approach. Takehana et al.
(2023) also performed ensembling and voting of
MLMs and achieved an F1 score of 0.66. They
performed what we called ‘hard voting,” using 10
models for their ensemble and performing data aug-
mentation on the original task dataset. Their result
is comparable to our approach using an ensemble
of 3 Clinical BERT or 3 Clinical-Longformer.

5.2 Error analysis

In this section, we analyze our models in more
depth by breaking down their results according
to gold labels, whether a comparison of CTRs is
involved, the types of inference to perform, CTR
sections, and examine the F1 score per intervention
type. For simplicity, we focus our analysis only on
the two best-performing systems of each approach.

Accuracy per gold label From the accuracy dis-
played in Tab. 3, we observe that our LLM methods,
especially CCOT, handle the Contradiction exam-
ples better. This label is the most frequent in the
test set (67% of instances labeled as Contradiction
and 33% as Entailment). MLMs, in contrast, have
similar accuracy across both labels.

Comparison versus Single The Comparison of
2 CTRs implies longer input sequences and possi-
bly an increased complexity since the model needs
to confront the elements of two separate documents.
Surprisingly, as reported in Tab. 4, we observe that
all models perform similarly for Comparison and
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System Entailment Contradict.
3 NLI-RoBERTa 55 56
(d) + Flan-T5-large 55 48
2S 44 64
1SCCOT 20 82

Table 3: Accuracy (in %) per label: Entailment and
Contradiction (Contradict.). Systems: ensemble of 3
NLI-RoBERTa; ensemble of all MLM baselines (d) +
Flan-T5-large (2S); Flan-T5-large in 2-shot (2S) and
1-shot contrastive chain-of-thought (1SCCOT) settings.

Single. We can hypothesize that the models are
able to find more clues with 2 documents instead
of 1 and predict more accurate labels.

System Single Comparison
3 NLI-RoBERTa 56 56
(d) + Flan-T5-large 49 51
2S 59 56
1SCCOT 61 61

Table 4: Accuracy (in %) per CTR type: Single and
Comparison. Systems: see Tab. 3.

CTR sections From the accuracy displayed in
Tab. 5, we observe no performance distinction be-
tween the models for different sections.

System AE Int. Elig. Res.

3NLI-RoBERTa 60 59 52 52
(d) + Flan-T5-large 43 46 55 57

2S 55 58 61 54
1SCCOT 62 63 58 60

Table 5: Accuracy (in %) per CTR section: Adverse
events (AE), Intervention (Int.), Eligibility (Elig.), and
Results (Res.). Systems: see Tab. 3.

Types of ‘intervention’ Tab. 6 results were ob-
tained directly from the task organizers’ evalua-
tion script. Once again NLI-RoBERTa is stable
across Paraphrase and Definition interventions and
achieves the best performance. NLI-RoBERTa
seems to be less sensitive to semantic change when
it comes to paraphrasing. Its score for Definition
shows that it can capture the relevant information
better when more details are provided. Contrastive
Chain-Of-Thought does not increase the model’s

resistance to semantic change (as shown by the re-
sults on Paraphrase), its ability to perform numeri-
cal inference (see results on Numerical paraphrase)
or to focus on relevant information (see results on
Definition). For the latter, the model might strug-
gle to focus on relevant information because of the
long length of the input prompts (see Tab. 11).

System Def. NP Para.

3 NLI-RoBERTa  0.57 0.51 0.56
(d) + Flan-T5-large 0.39 0.46 0.54

2S 0.39 0.46 0.54
1SCCOT 0.31 0.26 0.25

Table 6: F1 score per intervention type: Definition
(Def.), Numerical Paraphrase (NP), or Paraphrase
(Para.) interventions. Systems: see Tab. 3.

6 Conclusion and future work

This paper describes the two systems proposed
by the SEME team for the SemEval 2024 Task 2
NLI4CT. Our first approach is based on the fine-
tuning and ensembling of Masked Language Mod-
els, using only the challenge’s data. Our second
approach consists of a pipeline to prompt Large
Language Models, using prompt engineering tech-
niques, such as Chain-Of-Thought and Contrastive
Chain-of-Thought, in Zero-shot, 1-shot, and 2-shot
manners. Our two best-reported results are 0.57
F1 score, 0.64 Faithfulness, and 0.56 Consistency,
with prompting Flan-T5-large in a 2-shot manner,
ranking 27th out of 32 submissions for F1, 18th
for Faithfulness and 25th for Consistency. We ob-
tain the same scores for the MLM system using an
ensemble composed of a finetuned NLI-RoBERTa
+ Clinical-Longformer + Clinical BERT + the pre-
dictions of Flan-T5-large, that is 0.57 for F1 score,
0.64 for Faithfulness, and 0.56 for Consistency.
Some future work could include the continua-
tion of the Masked Language Models pretraining
on unlabeled clinical trials, before performing a
similar finetuning as presented in the paper. We
could also apply this approach to medical Large
Language Models like MEDITRON (Chen et al.,
2023), by performing instruction-tuning using clin-
ically oriented instructions and then prompting the
resulting model on the task data. Another possi-
ble approach, similar to (Conceigao et al., 2023),
would be to incorporate domain ontologies (like
UMLS) into the finetuning of Masked Language
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Models to provide definitions and supplementary
knowledge.

Ethical statement

The NLI4CT task uses clinical data extracted and
processed from https://clinicaltrials.gov/.
This resource is freely available, provided by the
National Library of Medicine, and is an official
U.S. Department of Health and Human Services
website.

Carbon emissions

Another arguable ethical aspect of our approach
is the carbon emissions generated by our models’
training and inference. Our experiments used 4
Tesla V100 GPUs paired with 2 Intel Xeon Gold
6148 20 cores and 384 GB of RAM. Depending
on the approach chosen, the running time can be
up to 10 times longer. For instance, we observe
an execution time of 3 hours for the training and
inference of an ensemble of 3 Clinical BERT mod-
els. For the inference of Flan-T5-large on a 2-
shot Contrastive Chain-Of-Thought, we achieve
up to 30 hours of running time to get the predic-
tions for all instances of the test set. Globally, we
can say that the MLM approach is computationally
more efficient, with running times varying from 3
to 6.5 hours (for the ensemble of ClinicalBERT,
NLI-RoBERTa, and Clinical-Longformer). For the
LLM approach, we observe running times rang-
ing from 10.5 hours (in Zero-shot) to 38 hours (in
1-shot Chain-Of-Thought).

We used Green Algorithms® (Lannelongue et al.,
2021) to estimate carbon emissions, taking into
consideration our aforementioned computational
configuration. The MLM approach produces up
to 831g of CO, with the 3 models ensembling
approach. For the LLM approach, the emissions
vary from 1.34 kg of C'O» for zero, 1, and 2-shot
experiments to 4.86kg for Contrastive Chain-Of-
Thought experiments.

Considering the little gain in performance of
LLMs compared to MLMs using our approach and
the C'O- overconsumption of the LLMs, it would
be more reasonable to use the MLM approach in
our case. The MLM approach also provides faster
predictions, which can be much more convenient.

8http://calculator.green-algorithms.org/
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A Hyperparameters

Tab. 7 shows the final hyperparameters used for
finetuning the Masked Language Model systems.

Hyperparameter  Value
Nb. epochs 4
Batch size 64
Learning rate 5e — 5
Optimizer AdamW

Table 7: Hyperparameters to finetune the MLM systems.

B Example of Natural Language
Inference mechanism

Fig. 2 shows an example of the kinds of inference
performed by the NLI system in order to predict
the correct label.

C Prompts

C.1 Simple prompt

Fig. 3 displays an example Zero-shot prompt. For
n-shot prompts, we insert n demonstrations be-
fore this prompt. Each demonstration is built from
training data; in a demonstration, the Label part
is replaced with ‘Answer: Yes’ or ‘Answer: No’
depending on whether the example’s label is En-
tailment or Contradiction.

C.2 Chain-Of-Thought

Fig. 4 displays an example Chain-Of-Thought
demonstration. Our initial demonstrations are mod-
ified to include the idea of Chain-Of-Thought as
mentioned in Wei et al. (2022).

C.3 Contrastive Chain-Of-Thought

Fig. 5 displays an example of our Contrastive
Chain-Of-Thought prompt. Our initial demonstra-
tions are modified to include the idea of a Con-
trastive Chain-Of-Thought as mentioned in Chia
et al. (2023).

D NLI4CT dataset statistics

Tab. 8 shows statistics regarding the original task’s
data, such as the number of CTRs, of statements,
the average length of a statement or evidence, and
the max length of an evidence or statement.

Metric Value

Nb. CTRs (documents) 999
Nb. statements 2,400
Avg. length statement 19.5
Max. length statement 65
Avg. length evidence 10.7
Max. length evidence 197

Table 8: Statistics about the NLI4CT train and dev sets.

Subset Ent.  Cont.
Train 850 850
Validation 100 100
Gold test set (whole) 1841 3659

Gold test set (control set) 250 250
Gold test set (contrast set) 1591 3409

Table 9: Statistics about the number of Entailment (Ent.)
and Contradiction (Cont.) instances in NLI4CT dataset.
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STATEMENT

Adele is an 85 year old
woman with Stage Il
histologically confirmed ER+
breast cancer with an ECOG
of 0, she is eligible for the
primary trial

CTR

ELIGIBILITY - INCLUSION CRITERIA:

+ Must be female with histologically confirmed
breast cancer

Stage II-IV disease

+ ER and/or PR positive

ECOG Performance Status 0-1

+ Tumor must be present following core needle

biopsy as determined by physical exam or
radiographic evaluation.

.

other active malignancy is allowed Adequately
treated basal cell, squamous cell skin cancer, in
situ cervical cancer, or any other cancer from
which the patient has been disease-free for &
years is permitted. Biphosphonates and palliative

Mo prior treatment for current breast cancer. No

—

radiation for bone metastasis is permitted while on

study

COMMON-SENSE REASONING
H: 85 year old woman
P: Must be female
R: Synonyms
NUMERICAL INFERENCE
H: Stage Il
P: Stage II-1V disease

— -

H: ECOG of O
P: ECOG Performance Status
0-1
R: Within the intervals
CLINICAL INFERENCE
H: ER+
P: ER and/or PR positive
R: ER+ and ER both relates to
oestrogen
H/P: histologically confirmed
breast cancer

l

LABEL:
ENTAILMENT/CONTRADICTION

*H = hypothesis, P = premise, R = reason

Figure 2: Example of an inference mechanism using a statement and the Eligibility section of a CTR.

Premise: Inclusion Criteria: Must be female with
histologically confirmed breast cancer.

Stage II-IV disease.
ER and/or PR positive.

Exclusion Criteria: History of myocardial infarction or

other thrombotic events.

Inflammatory breast cancer (edema or ulceration of

the skin of the breast).

Statement: Adele is an 85 year old woman with Stage
Il histologically confirmed ER+ breast cancer with an

ECOG of 0, she is eligible for the primary trial

Based on this premise, is the hypothesis true?

OPTIONS: - 'Yes' - 'No'

Figure 3: Example Zero-shot prompt.

E Metrics on input sequences

E.1 MLM system input sequences

Tab. 10 displays the average, maximum, and mini-
mum length of input sequences for the finetuning

of MLMs.

E.2 LLM system input sequences

Tab. 11 displays the average, maximum, and mini-

mum length of prompts used in Flan-T5.

Premise: Adverse Events 1:

Total: 12/32 (37.50%),
Anaemia 0/32 (0.00%),
Thrombocytopenia 4/32 (12.50%),
Cardiac failure congestive 1/32 (3.13%),

Statement: Most of the cases of CHF in the primary trial, were
in cohort 1.

Based on this premise, is the hypothesis true?

Answer: Yes

Explanation: Considering the following evidences in the
premise "Adverse Events 1: Total: 12/32 (37.50%),
Thrombocytopenia 4/32 (12.50%), Constipation 0/32 (0.00%)"
we can conclude that there is an entailment between the
premise and the statement.

Figure 4: Example Chain-Of-Thought demonstration.

F Prompt selection

Tab. 12 displays the templates tried in order to
find the one that would perform the best. The last
two prompts were tested using Llama-2 and Mis-
tral. The last prompt uses the concept of ‘persona
prompting’ (Zhang et al., 2018) where we assign
the LLM a role.
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Premise: Adverse Events 1:

Total: 12/32 (37.50%),
Anaemia 0/32 (0.00%),
Thrombocytopenia 4/32 (12.50%),
Cardiac failure congestive 1/32 (3.13%),

Statement: Most of the cases of CHF in the primary
trial, were in cohort 1.

Based on this premise, is the hypothesis true?

Answer: Yes

Explanation: Considering the following evidences in
the premise "Adverse Events 1: Total: 12/32 (37.50%),
Thrombocytopenia 4/32 (12.50%), Constipation 0/32
(0.00%)" we can conclude that there is an entailment

between the premise and the statement.

Wrong explanation: Considering the following
evidences in the premise "Cardiac failure congestive
1/32 (3.13%) and Rectal haemorrhage 1/32 (3.13%)"

we can conclude that there is an entailment between
the premise and the statement.

Figure 5: Example Contrastive Chain-Of-Thought
demonstration.

Metric Value
Mean nb. tokens 480
Min. nb. tokens 41

Max. nb. tokens 2799

Table 10: Average, minimum, and maximum number of
tokens of an input sequence for the MLM approach.

Prompt Mean Min. Max.

ZS 573 92 1367
1S 1650 835 3009
2S 3036 1397 6669

1S COT 2474 1300 6611
2S COT 3933 6354 2484
1S CCOT 2622 4285 1613
2S CCOT 4826 3153 8321

Table 11: Average, minimum, and maximum numbers
of tokens of each kind of prompt for the LLM approach.
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Id

Template

1 [Premise] [Statement] Does the premise entail the hypothesis? [Options]

2 [Premise] [Statement] Is the hypothesis entailed by the premise? [Options]

3 [Premise] [Statement] If this premise is true, what does that tell us about whether it entails the
hypothesis? [Options]

4 From the following statement and premise, would you say there is a contradiction or an
entailment between the statement and the premise? Just answer by saying ’contradiction’ or
’entailment’. [Statement] [Premise]

5 Imagine you are a medical practitioner and you are reviewing clinical trials. You are given

a statement and a premise. You should determine if there is an entailment or a contradiction
between the premise and the statement. There is necessarily an entailment or a contradiction, no
neutral case. From the following statement and premise, would you say there is a contradiction
or an entailment between the statement and the premise? Just answer by saying ’contradiction’
or ’entailment’. [Statement] [Premise]

Table 12: Other prompts tested on the LLM baselines.
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