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Abstract

Emotion Recognition in Conversation (ERC)
aims to assign an emotion to a dialogue in a
conversation between people. The first subtask
of EDiReF shared task aims to assign an emo-
tions to a Hindi-English code mixed conversa-
tion. For this, our team proposes a system to
identify the emotion based on fine-tuning large
language models on the MaSaC dataset. For
our study we have fine tuned 2 LLMs BERT
and Llama 2 to perform sequence classification
to identify the emotion of the text.

1 Introduction

Emotion can be defined as a conscious mental
reaction subjectively experienced as strong feel-
ing usually directed toward a specific object and
typically accompanied by physiological and be-
havioral changes in the body (Merriam-Webster,
2024). In recent times emotion recognition and sen-
timent analysis has become increasingly popular
due to the research developments in natural lan-
guage processing. Although similar to sentiment
analysis, while sentiment analysis aims to classify
text as POSITIVE, NEGATIVE and NEUTRAL,
ERC aims to identify text as more in-depth emo-
tions like joy, sadness, anger, contempt etc.

Emotion recognition has multiple use cases in
the real world. Opinion mining of conversational
data posted by users is done at a large scale at big
tech companies. Poria et al. (2019) mentions that
ERC has major potential to be used in healthcare
systems for psychological analysis and education
to understand student frustrations. It is important
for language models and chat bots to understand
the sentiment of an input text to respond accord-
ingly and generate empathetic dialogue systems
(Ma et al., 2020).

For the first subtask of the SemEval 2024 Task
10: Emotion Discovery and Reasoning its Flip in
Conversation (EDiReF) (Kumar et al., 2024) on

CodaLab (Pavao et al., 2023), we aim to conduct
Emotion Recognition in Conversation on a Hindi-
English code-mixed dataset. Our team proposes
a system for this where we fine tune two large
language models. Namely the transformer based
BERT (Devlin et al., 2019) and Llama 2 (Touvron
et al., 2023b).

All of our code can be found on GitHub
at github.com/dipsivenkatesh/
SemEval-2024-Task-10

2 Background

2.1 Task and Data Description

The EDiRef shared task1 consists of three subtasks.

• Emotion Recognition in Conversation (ERC)
in Hindi-English code-mixed conversations

• Emotion Flip Reasoning (EFR) in Hindi-
English code-mixed conversations

• EFR in English conversations

In this paper we go through our team’s system to
solve the first sub task.

The first subtask is to perform ERC on the Hindi-
English code-mixed MaSaC dataset proposed in
Bedi et al. (2023). The dataset comprises of around
1,200 multi-party dialogues from the popular In-
dian TV show ’Sarabhai vs Sarabhai’2 and around
15,000 utterance exchanges (primarily in Hindi)
between the speakers. The dataset consisted of the
utterances by the speaker and the corresponding
emotion label given to each utterance. The emo-
tions were anger, neutral, contempt, sadness, fear,
disgust, joy and surprise.

An example of Emotion recognition in conversa-
tion can be found in Table 1

1https://codalab.lisn.upsaclay.fr/
competitions/16769

2https://www.imdb.com/title/tt1518542/
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Speaker Utterance Emotion
Sp1 Aaj to bhot awful day tha! (I had an awful day today!) Sad
Sp2 Oh no! Kya hua? (Oh no! What happened?) Sad
Sp1 Kisi ne mera sandwich kha liya! (Somebody ate my sandwich!) Sad
Sp2 Me abhi tumhare liye new bana deti hun! (I can make you a new

one right now!)
Joy

Sp1 Wo great hoga! Thanks! (That would be great! Thanks!) Joy

Table 1: Hindi-English code-mixed conversation with emotions

2.2 Previous Work

Initially the naive Bayes algorithm was used for
subject classification (Maron, 1961), specifically
for sentiment analysis the variant, binary multino-
mial naive Bayes algorithm was proposed. More
recently, the way to perform classification tasks in
natural language processing is through supervised
machine learning.

Hazarika et al. (2018b) proposes a conversa-
tional memory network (CMN), a method that uses
memories to capture inter-speaker dependencies.
This was further improved with Interactive Conver-
sational memory Network (ICON) a multimodal
method that models the self- and inter-speaker emo-
tional influences into global memories (Hazarika
et al., 2018a). The Interaction-Aware Attention
Network (IANN) (Yeh et al., 2019) incorporates
the contextual information through a novel atten-
tion mechanism. It works by by leveraging inter-
speaker relation modeling, however it uses distinct
memories for each speaker. This is solved with
DialougeRNN (Majumder et al., 2019) a method
based on RNNs that keeps track of the individual
states of speakers throughout conversation. This is
then used for emotion classification.

The discovery of Large Language Models
(LLMs) have brought in a huge transformation to
the field of natural language processing. This is due
to to the reasoning and understanding capabilities
of these powerful models such as GPT-3 (Brown
et al., 2020), GPT-4 (OpenAI, 2023) and LLaMA
(Touvron et al., 2023a). Fine tuning of these pre-
trained LLMs have showed their versatility and
effectiveness across a variety of tasks.

For this task we fine tune 2 models. BERT (Bidi-
rectional Encoder Representations from Transform-
ers) (Devlin et al., 2019), a model to pre-train bidi-
rectional representations by jointly conditioning on
both left and right context in all layers. Due to this,
the model can be fine tuned with just one layer to
achieve state of the art performance. We also use

the Llama 2 7 billion parameter model (Touvron
et al., 2023b). We choose the Llama 2 model due
to it’s state of the art performance on various NLP
benchmarks. Due to the large size of Llama 2 we
fine tune this model using Parameter Efficient Fine
Tuning Methods (Mangrulkar et al., 2022). We do
this with Low-Rank Adaptation of Large Language
Models (LoRA) (Hu et al., 2021) which freezes
the pre-trained model weights and injects trainable
rank decomposition matrices into each layer of the
Transformer architecture. This reduces the number
of trainable parameters.

2.3 Evaluation Metrics
The systems used were evaluated with the weighted
F1 score metric.

Weighted F1 =
N∑

i=1

(
supporti

total support

)
· F1i (1)

F1i = 2 · precisioni · recalli
precisioni + recalli

(2)

where, precisioni =
TPi

TPi + FPi
(3)

recalli =
TPi

TPi + FNi
(4)

and supporti is the number of true instances of
classi and total support is the total number of in-
stances across all classes

3 System Overview

3.1 BERT
We fine-tune the BERT base model (cased) (Devlin
et al., 2019) for the emotion classification task with
8 labels. We load the model and train it using
the HuggingFace Transformers library (Wolf et al.,
2020). The input text is tokenized with the bert-
based-case tokenizer.

3.1.1 Model Architecture
The model uses the existing BERT base cased ar-
chitecture. The final layer of the model (the output
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layer) is altered to match the 8 classes in the classi-
fication task.

3.1.2 Loss Function
For this model we use the Cross Entropy Loss
between the outputs of the model predictions and
the actual labels to optimize the system.

3.2 Llama 2

We fine-tune the Llama 2, 7 billion parameter
model (Touvron et al., 2023b) in a similar way in
which we fine-tune BERT. We load the model and
train it using the HuggingFace Transformers library
(Wolf et al., 2020). The input text is tokenized with
the meta-llama/Llama-2-7b-hf tokenizer.

3.2.1 Model Architecture
Llama 2 model architecture is similar in struc-
ture to its predecessor LLaMA (Touvron et al.,
2023a) with a context length increase from 2048
to 4096 tokens and usage of Grouped-Query At-
tention instead of Multi-Query Attention. It is an
auto-regressive language model that uses optimized
transformer architecture.

3.2.2 Loss Function
We use custom loss function that combines the F1
score and Cross-Entropy Loss to form a single loss
value that takes into account both the precision and
recall, along with the class imbalances.

4 Experimental Setup

4.1 Dataset Splits

We load the MaSaC dataset (Kumar et al., 2023)
train, validation and test splits provided to us by
the EDiReF shared task organizers using hugging-
face datasets library (Lhoest et al., 2021). The train
set consists of 8506 utterances along with their
corresponding label (emotion). The validation set
consists of 1354 utterances and the respective label.
For final evaluation we are provided with an unla-
beled test set of 1580 utterances, to which we must
predict the emotion for submission.

4.2 Preprocessing data

Before we pass the inputs to the large language
model, we must preprocess the data to an accept-
able input format for the large language model, for
this we tokenize the datasets.

• BERT: For the BERT model we use the pre-
trained BERT tokenizer bert-base-cased. This

takes the text of the utterance and generates
the input ids, token type ids and attention mask.
To make sure all the input sequences have the
same length we use maximum length padding.
Longer sequences are truncated to the maxi-
mum allowable length of the BERT model.

• Llama 2: The text for the Llama model is
tokenized with the meta-llama/Llama-2-7b-
hf tokenizer. While tokenizing it is ensured
that a space is added before the first token of
a given text. The pad token and pad token
id are set to the EOS3 token and EOS token
id. While tokenizing, we truncate the longer
sequences to the maximum allowable length
of the Llama model.

4.3 Training/Fine-tuning

We use the NVIDIA A100 GPUs available on
Google Colab for fine-tuning the models.

We load the bert-base-cased on HuggingFace
for fine-tuning. For the BERT model we use a data
loader of batch size 32 while shuffling the data each
epoch to not learn any unintended patterns. We use
the AdamW optimizer for training (Loshchilov and
Hutter, 2019). We set the initial learning rate to be
5× 10−5 and use a linear learning rate scheduler
across the entire duration of training. We then train
the model for 4 epochs.

The Llama 2 model is available as meta-
llama/Llama-2-7b-hf on HuggingFace. We load
this model for fine-tuning. Similar to the BERT
model, we use a data loader with shuffling for the
Llama 2 model, but with a batch size of 16. The
AdamW optimzer (Loshchilov and Hutter, 2019)
is used while training. Due to the large size of
the Llama 2 model, we fine tune the model with
PEFT (Mangrulkar et al., 2022) and LoRA (Hu
et al., 2021). The LoRA configuration we setup for
parameter efficient fine-tuning is as follows. We
set the task type as sequence classification, the rank
of decompostion matrix (r) is set to 16, the alpha
parameter to scale the learned weights (lora alpha)
is set to 16 as advised by the LoRA paper. The
dropout probability of the LoRA layers is set to
0.05. We do not add any bias term to LoRA lay-
ers. We apply LoRA to the projection layers for
the query and value components in the attention
mechanism of the transformer. We then fine-tune
the model for 10 epochs with a learning rate of
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1× 10−4, warmup ratio of 0.1, maximum gradient
norm of 0.3 and a weight decay of 0.001.

5 Results

For evaluation, the organizers rank the system
based on weighted F1 score. This is due to the
classes being highly imbalanced in the data distri-
bution. The BERT model which was submitted
to the leader board achieved a 0.42 weighted F1
score to get 14th place 4. The performance of all
the models can be found in Table 2

Validation Set Test Set
BERT 0.43 0.42
Llama 2 0.42 0.41

Table 2: Weighted F1 Scores
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