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Abstract

The goal of Emotion Cause Pair Extraction
(ECPE) is to explore the causes of emotion
changes and what causes a certain emotion.
This paper proposes a three-step learning ap-
proach for the task of Textual Emotion-Cause
Pair Extraction in Conversations in SemEval-
2024 Task 3, named ECSP. We firstly perform
data preprocessing operations on the original
dataset to construct negative samples. Secondly,
we use a pre-trained model to construct token
sequence representations with contextual infor-
mation to obtain emotion prediction. Thirdly,
we regard the textual emotion-cause pair ex-
traction task as a machine reading comprehen-
sion task, and fine-tune two pre-trained mod-
els, RoBERTa and SpanBERT. Our results have
achieved good results in the official rankings,
ranking 3rd under the strict match with the
Strict F1-score of 15.18%, which further shows
that our system has a robust performance.

1 Introduction

Emotions are innate to humans and significantly af-
fect people’s social interactions, decision-making,
and cognition. People are becoming more inter-
ested in developing human-like reactions as social
media evolves. Therefore, the recognition of emo-
tions in the text is an important topic in natural lan-
guage processing and its applications (Zhao et al.,
2016). In addition to emotion recognition, the re-
search on the cause behind emotions in conversa-
tion scenarios is more complex, such as customer
support, mental health care, human-computer in-
teraction, etc (Wang et al., 2023b). Thus, it is im-
portant to recognize the potential cause behind an
individual’s emotional state, i.e., Emotion Cause
Analysis (ECA). !

In recent research, Xia and Ding (2019) pro-
posed the Emotion Cause Pair Extraction (ECPE)
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task, which is used to automatically predict emo-
tions in documents and recognize the correspond-
ing causes of those emotions. This task has at-
tracted attention from a number of academics (Ding
et al., 2020; Wei et al., 2020; Chen et al., 2020).
However, the ECPE task studies the emotion-cause
relationship of specific events in the document,
while in the conversational scene, due to the in-
teraction of multiple speakers, the dialogue con-
tains more diverse and richer emotional expres-
sions, which makes the conversation continue to ad-
vance as the conversation progresses. Emotions are
also constantly changing, and the emotion of one
utterance may be caused by multiple utterances.

In this paper, we propose a three-step learning
approach, Emotion-Cause-Span Pair Extraction in
Conversation (ECSP), for Subtask 1 of SemEval-
2024 Task 3: Textual Emotion-Cause Pair Extrac-
tion in Conversations. ECSP consists of three
modules: the data preprocessing module, the emo-
tion classification module, and the textual emotion-
cause pair extraction module. We first preprocessed
the dataset to obtain a large number of negative
examples. Then, the pre-trained model BERT is
used to construct token sequence representations
with contextual information that are fed into a feed-
forward neural network layer for emotion predic-
tion. In the textual emotion-cause pair extraction
module, in order to obtain causal span, we fine-
tuned pre-trained models such as RoBERTa and
SpanBERT to make it a machine reading compre-
hension (MRC) task (Poria et al., 2021).

In the official ranking, our team ranked 3rd under
the strict match with the Strict F1-score of 15.18%,
and ranked 7th under the Proportional match with
the Proportional F1-score of 19.63%.
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Figure 1: Description of the task of textual emotion-cause pair extraction in conversations.

2 Background
2.1 Task Definition

As shown in Figure 1, the task of textual emotion-
cause pair extraction in conversations aims to ex-
tract all emotion-cause pairs in a given conversation
based entirely on text and mark the specific causal
span of the emotion cause (Wang et al., 2024).

Input: A conversation containing the speaker
and the text of each utterance. Represented as the
content in the pink rectangular box in Figure 1.

Output: All predicted emotion-cause pairs,
where each pair contains an emotion utterance
along with its emotion category and the textual
cause span in a specific cause utterance. The ut-
terance pointed by the curve to the emotion in the
Figure 1 is the cause utterance of the emotion, and
the yellow background text fragment is a specific
textual cause span.

2.2 Related Work

Emotions always play a vital role in information ex-
change, from the communication between human
individuals in the real world to the human-computer
interaction in the virtual world. Recognizing emo-
tion categories in text is an essential task in NLP
and its applications (Zhao et al., 2016). In addition,
the causes of emotions play a key role in human-
computer interaction and customer service systems,
which can provide important information on the
reason for any emotion changes.

The aim of Emotion Cause Extraction (ECE)
is to explore the causes of emotion changes and
what causes a certain emotion (Chen et al., 2010).
Xia and Ding (2019) reformed ECE into ECPE
(Emotion-Cause Pair Extraction), aiming to extract
potential emotions and corresponding causes from
documents simultaneously.

Since ECPE does not fully consider the correla-
tion between emotional utterances and causal utter-
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ances and the limited availability of background,
Shan and Zhu (2020) proposed an Inter-EC model
with self-attention, which optimized the interactive
multi-task network model. Cheng et al. (2021) re-
constructed the emotion-cause pair extraction task
into the classification problem of candidate sen-
tence pairs and proposed a goal-oriented, unified
sequence-to-sequence model. Poria et al. (2021)
constructed a dialogue-level dataset RECCON and
introduced a task highly relevant for (explainable)
emotion-aware to address causal span extraction
and causal emotion entailment.

3 System Overview

In order to implement the task of textual emotion-
cause pair extraction in conversations, we have
designed the ECSP approach, which contains three
main modules, namely data preprocessing, emo-
tion classification, and textual emotion-cause pair
extraction.

Firstly, in the data preprocessing module, the
dataset is preprocessed to obtain a large number
of negative samples. Then the pre-trained model
BERT is used to convert token sequences with con-
textual information in the conversation into seman-
tic representations and predict emotions in the emo-
tion classification module. Finally, textual emotion-
cause pairs are extracted based on the predicted
emotions in the textual emotion-cause pair extrac-
tion module.

The overall architecture of ECSP system is
shown in Figure 2, and the detailed description
for each part is presented as follows.

3.1 Data Preprocessing Module

Since the original dataset only contains positive ex-
amples, i.e., utterances containing emotions, which
are annotated using causal spans extracted from the
historical context of the conversation, we designed
the data preprocessing module to provide a large
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Figure 2: The overall architecture of ECSP consists of three parts: data preprocessing, emotion classification, and
textual emotion-cause pair extraction. After preprocessing the origin dataset, BERT is utilized to transform the
token sequence with contextual information in the conversation into a semantic representation and predict emotions.

Then, extract textual emotion-cause pairs.

Dataset
Positive Samples
Negative Samples

Train  Val Test
7093 900 900
36778 4247 4247

Table 1: Statistics of the preprocessed dataset, including
positive and negative samples.

number of negative examples in which the cause is
not expressed in order to better train the model to
recognize emotional causes in conversation tasks.

Considering dialogue D and an emotion utter-
ance U; in D, we construct the complete set of nega-
tive examples as {Uneg|Uneg € H(U;) \ C(Us)},
where H(U;) is the conversational history and
C(U;) is the set of cause utterances for U;.

Table 1 shows the statistics of the preprocessed
dataset.

3.2 Emotion Classification Module

Without the loss of generality, the input can
be represented by several utterances, D
{U1,...,U;,...Uy}.  In our system, BERT is
used to build the token sequence representa-
tions. Each token sequence is enveloped by pre-
defined special tokens ([CLS], [SEP)), t,
{[CLS], w1, ..., w, [SEP]}, where w;, is the k-
th token in the i-th utterance’s token sequence. The
[CLS] token is used for generating representations
for classification tasks. The [SEP] token is used
to denote the end of a sentence. The utterance’s

representation h; is acquired through BERT, which
is the final hidden state of [CLS].

hi = BERT(t;) (1)

The token sequence representation h; is fed into
the Feed-Forward Neural Network (FFNN) layer
to obtain the emotion prediction F;.

E; = Softmax(W¢h; + b°) ()

where W¢ is a weight and 0° is a bias of the
emotion classification layer, respectively.

3.3 Textual Emotion-Cause Pair Extraction
Module

In order to implement the extraction of textual span
in the ECPE task, we regard this module as a ma-
chine reading comprehension (MRC) task. The
specific task is defined as follows:

Context: Context is the context information
Uj(j € [1,i]) of emotion utterance U;, which is
the traversal of all utterances in U;’s conversation
history H (U;).

Question: The Question is framed as follows:
" The emotion utterance is < U; >. What is the
causal span from the context that causes the emo-
tion < E; > of the emotion utterance? "

Answer: The causal span S € C'S(U;) appear-
ing in U; if U; € C(U;). For negative examples, S
is assigned an empty string.
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Among them, emotion utterance Uj is the i-th
utterance in dialogue D. H (U4) is the conversation
history set of Uj;, a set of all utterances from the
beginning of the conversation till the utterance U;,
including U;. U; € H(U;) is the context of Uj;.
C(Uy;) is the set of cause utterances of U;, C(U;) €
H(U;). CS(U;) is the cause span set of Uj.

3.4 Loss Function

Loss function is used to evaluate the extent to which
the predicted and true values of the model are not
the same. For different models and different tasks,
the choice of loss function has a great impact on the
performance of the model. In this task, the focal
loss function is used to better alleviate the problem
of unbalanced number of sample categories.

The goal of Focal Loss (Lin et al., 2017) is to
address the issue where traditional cross-entropy
loss contributes less to the loss of positive samples
when there are a large number of easily classified
negative samples. The adoption of the focal loss al-
leviates this issue by balancing the weight assigned
to minority classes, facilitating the learning process
(Wang et al., 2022).

BCFEloss(o,t) = — %Z(t[z] log(o[i])+
i 3)
(1 = t]i]) log(1 - ofi)))

As shown in formula 3, we use balance factor to
deal with data imbalance in Balance Cross Entropy
loss(BCEloss).

FL(p;) = —oy(1 — pt)7 log (pt) 4

Focal loss reduces the loss weight of easily dis-
tinguishable negative samples and increases the
dynamic adjustment factor based on BCEloss to
achieve the effect of mining difficult samples. We
make the model more focused on hard-to-learn
samples by setting v value as 2 in the formula 4,
thus the network will not be biased by too many
negative examples.

4 Experiments

4.1 Dataset

The SemEval-2024 Task 3 dataset is ECF (Wang
et al., 2023a), which contains 1,344 conversations
and 13,509 utterances. As shown in Table 2,
55.73% of utterances are labeled with emotion cat-
egories, 91.34% of emotions are labeled with cor-
responding cause, and the same emotion may be

Filed Number
No. of conversations 1,344
No. of utterances 13,509
No. of emotion (utterances) 7,528
No. of emotion (utterances) with cause 6,876
No. of emotion-cause (utterance) pairs 9,272

Table 2: Statistics of ECF dataset.

caused by multiple cause utterances (the number
of emotion-cause pairs is greater than the number
of emotion with cause ).

For each emotion category, the proportion of
emotion utterances with reason annotations is
shown in Figure 3.

We split the original dataset into 80% train set,
10% valid set, and 10% test set.

emotion with cause
2000 emotion without cause

1750

1500

1250

Count

1000

750

Figure 3: The distribution of emotions (with/ without
cause) in different categories.

4.2 Baselines

In our experimental setup, we assume that emotion-
cause pairs have two settings:

* Only non-neutral emotional utterances are rec-
ognized.

* The cause of emotion only exists in previous
or current utterances because speakers can-
not predict future utterances in conversational
scenarios.

As to the emotion classification module, we used
the pre-trained model BERT to obtain the semantic
embedding of the input utterance.

BERT: BERT is a deep pre-trained language
model based on the Transformer architecture. De-
vlin et al. (2018) used the Masked Language Model
(MLM) to learn rich language representations and
achieve SOTA performance in various downstream
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Model Strict Proportional
P(%) R(%) F1(%) P(%) R(%) F1(%)
w/o context RoBERTa 16.30 12.19 13.57 21.17 17.49 18.42
SpanBERT | 15.03 13.92 13.72 19.33 | 20.33 18.71
with context RoBERTa 18.35 12.63 14.63 22.34 17.51 19.06
SpanBERT 1756 | 1441 | 15.18 (3/16) | 20.94 | 20.20 | 19.63 (7/16)

Table 3: Experimental results of textual emotion-cause pair extraction task. Shown in () is the official ranking.

tasks. In the emotion classification task, we added
contextual information to each utterance such that
each utterance contains all its previous utterances
as context, then used the BERT tokenizer to gen-
erate the input tensor of the emotion classification
model, encoded it by BERT, and used a linear layer
to predict emotions.

As to the textual emotion-cause pair extraction
module, we fine-tuned two pre-trained models:
RoBERTa and SpanBERT.

RoBERTa: RoBERTa (Liu et al., 2019) is an
improved version of the BERT model, adopting
more model parameters, more training data, and
larger batch sizes. We used a Roberta-base model
and added a linear layer on top of the hidden state
to calculate the start and end logic of the span.

SpanBERT: SpanBERT (Joshi et al., 2020) is
based on BERT, has made specific optimizations
in the pre-training stage for the task of predicting
spans of text, and has excellent performance in
question and answer tasks. We used the SpanBERT-
base model fine-tuned on the SQuAD 2.0 dataset as
the second baseline model for the textual emotion-
cause pair extraction task.

We utilized the PyTorch library (Paszke et al.,
2019) and the HuggingFace library (Wolf et al.,
2020) on our models and trained and tested them
on the Nvidia A800-40G.

4.3 Evaluation Metrics

Since the task of textual emotion-cause pair extrac-
tion involves the textual cause span, the organizers
of SemEval-2024 Task 3> adopted two strategies to
determine whether the span is extracted correctly
(Wang et al., 2024):

* Strict Match: The predicted span should be
exactly the same as the annotated span.

* Proportional Match: Considering the over-
lap proportion between the predict span and
the annotated one.

Zhttps://github.com/NUSTM/SemEval-2024_ECAC

For the Strict Match, we firstly evaluate the
emotion-cause pairs of each emotion category sep-
arately and then further calculate a weighted av-
erage of Strict F1-scores across the six emotion
categories.

6

StrictF'1 = » _ w/StrictF'1I (5)

j=1
Where w; denotes the proportion of the
annotated pairs with emotion category j, j €
{anger, disgust, fear, joy, sadness, surprise}.
For the Proportional Match, match each pre-
dicted pair with one of the annotated pairs that
has the maximum overlap proportion in terms of
the cause span (if the predicted span overlaps with

multiple annotated spans):

len(psi Nasg) [eu;, ec;, cu;]
are correct and

psiNasy # ¢,
0 otherwise,

overlap; =

(6)

len(psi N ast) 7

b= arg px len(ast)

where len(*) denotes the number of textual to-
kens, ps; and asj represent the cause span in the
predicted pair pp; and the annotated pair apy, re-
spectively. Then the proportional F1-score is calcu-
lated based on the overlap length between the pre-
dicted span and the annotated span, and a weighted
average of the six emotion categories is also calcu-
lated.

6
Proportional F'1 = Z w’Proportional F17  (8)
j=1
In the SemEval-2024 Task 3, the organizers ini-
tially selected the Strict FI-score as the main rank-
ing metric. Due to poor overall results, they eventu-
ally switched to using the Proportional F1-score as
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the main ranking indicator. This also shows that it
is very difficult to extract the accurate textual cause
span of emotion utterances.

4.4 Results

The experimental results of our work are given
in Table 3. As shown in the table, we conducted
experiments based on whether to add contextual
information to the emotion classification module
and gave the performance of two baseline mod-
els for the textual emotion-cause extraction task
under strict match and proportional match, respec-
tively. Among them, the SpanBERT model using
the contextual information emotion prediction mod-
ule achieved the best performance, with the Strict
F1-score of 15.18% and the Proportional FI-score
of 19.63%.

In addition, we draw the following observations:

* Firstly, the context of whole dialogue is
curcial for the prediction of causal spans.
When contextual information is added to
the input utterances in the emotion classifi-
cation module, the overall performance of
the model will be improved to a certain ex-
tent. In the ROBERTa model, after adding
contextual information, the Proportional FI-
score increased by 1.36%, and the Strict F1-
score increased by 1.06%. In the SpanBERT
model, the Proportional F1-score increased
by 0.92%, and the Strict F1-score increased
by 1.46%.

* Secondly, it can be seen from the experimen-
tal results that the SpanBERT model always
achieved good performance compared with
the RoOBERTa model in the textual emotion-
cause pair extraction task. When there is
no context information in the emotion ex-
traction module, the Strict FI-score of the
SpanBERT model is 0.12% higher than the
RoBERTa model, and the Proportional FI-
score is 0.29% higher. When there is context
information in the emotion extraction module,
the Strict F1-score of the SpanBERT model is
0.55% higher than the RoBERTa model, and
the Proportional FI-score is 0.57% higher.

In the official ranking, our team used the three-
step learning approach ECSP, which consists of
an emotion classification module with contextual
information and a textual emotion-cause pair ex-
traction module with SpanBERT as the baseline.

The ranking obtained is shown in Table 3. Among
them, our team ranked 3rd under the strict match
with the Strict F1-score of 15.18%, and ranked 7th
under the Proportional match with the Proportional
Fl-score of 19.63%.

5 Conclusion

In this paper, we introduce the system implemen-
tation of SemEval-2024 Task 3: Textual Emotion-
Cause Pair Extraction in Conversations. We pro-
pose an integrated system named Emotion-Cause-
Span Pair Extraction in Conversation (ECSP),
which was implemented in three modules: prepro-
cessing data, emotion classification with contextual
information input, and textual emotion-cause pair
extraction, and it performed well in the official
rankings. In the future, we will utilize this dataset
to investigate if the Speaker attribute affects the
extraction task of emotion-cause pairs, as well as
to implement methods such as external knowledge
bases to improve our system’s recognition perfor-
mance on ECPE tasks.
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