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Abstract

This paper describes the submission of team
YNU-HPCC to SemEval-2024 for Task 5: The
Legal Argument Reasoning Task in Civil Proce-
dure. The task asks candidates the topic, ques-
tions, and answers, classifying whether a given
candidate’s answer is correct (True) or incor-
rect (False). To make a sound judgment, we
propose a system. This system is based on
fine-tuning the Legal-BERT model that spe-
cializes in solving legal problems. Meanwhile,
Regularized Dropout (R-Drop) and focal Loss
were used in the model. R-Drop is used for
data augmentation, and focal loss addresses
data imbalances. Our system achieved rela-
tively good results on the competition’s official
leaderboard. The code of this paper is avail-
able at https://github.com/YNU-PengShi/
SemEval-2024-Tasks.

1 Introduction

The task can be formulated as follows: given an
introduction to the topic, a question, and an answer
candidate, classify if the given candidate is correct
(True) or incorrect (False) (Bongard et al., 2022).
This task has two main difficulties: 1) The text
length of the topic and question is much larger than
512 tokens. 2) The number of positive and negative
samples in the data varies widely.

Initially, the online system represented the first
attempt to utilize computational methods for ad-
dressing legal conundrums (VALENTE et al.,
1999). Despite notable advancements in recent
years, which have seen a concerted effort to es-
tablish objective benchmarks for natural language
processing models in the domain of legal language
comprehension (Chalkidis et al., 2022), a lack re-
mains in the realm of complex tasks involving ar-
gumentative reasoning within legal contexts. How-
ever, Legal-BERT has emerged as a forerunner
in this domain, demonstrating compelling perfor-
mance (Chalkidis et al., 2020).

This paper proposes a model based on Legal-
BERT. In processing tasks, we used sliding window
simple (SWS) and sliding window complex (SWC)
to process the original data and solved the problem
of the token count of the original data being much
larger than 512. In the subsequent process, we
found that there was a significant imbalance in
the dataset that resulted in the return of the most
common label in the training set (in this case, 0).
We added R-Drop (Wu et al., 2021) to the model
to address this issue and changed the loss function
from cross entropy to focal loss (Lin et al., 2017).
In the end, we achieved a good result. The best
submission for the test set has achieved 0.6166 and
ranked 9th in this task.

The remainder of this paper is organized as fol-
lows. Section 2 describes the model and method
used in our system, section 3 discusses the results
of the experiments, and finally, the conclusions are
drawn in section 4.

2 System Description

This section delves into the intricate design of the
proposed model’s architecture. The architecture
comprises multiple essential components, namely
the text cutting, the tokenizer, the pre-trained Legal-
BERT model, the output layer, and the meth-
ods. Figure 1 illustrates the comprehensive system
model that we have devised.

2.1 Text Preprocessing

Sliding Window Simple (SWS). The process in-
volves dividing the combined question and intro-
duction into discrete segments or chunks. These
chunks are then submitted to a classification algo-
rithm, which assigns a category or label to each
segment based on its content. Once the classifica-
tion is complete, the system calculates the average
predicted output for all the chunks. This average
serves as a comprehensive summary or representa-
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Figure 1: The structure of system

tion of the combined text, capturing the key themes
and characteristics. It’s a method that leverages
machine learning techniques to distill the essence
of a complex textual input into a single numerical
value, which can be helpful in various applications
such as summarization, sentiment analysis, and in-
formation retrieval.

Sliding Window Complex (SWC). In this sophis-
ticated text processing workflow, the initial step
decomposes the introductory text into discrete seg-
ments or chunks. Each chunk is meticulously con-
structed to include the complete question, flanked
by the introduction’s segments to provide context.
This approach ensures that each chunk is a self-
contained unit that retains the connectivity between
the question and the supporting information in the
introduction (Koay et al., 2021).

Subsequently, these meticulously crafted chunks
are subjected to a comprehensive classification pro-
cess. This process employs advanced machine
learning algorithms to analyze the content of each
chunk and assign it to one or more predefined cat-
egories or labels. The classification is nuanced
and context-aware, considering the intricate details
and subtle nuances present in the text (Kong et al.,
2022).

The system employs a statistical aggregation
technique to calculate the average of the predicted

outputs for all the chunks. This average is a
weighted sum of the individual predictions, giv-
ing more weight to chunks deemed more critical or
relevant based on the specific application context.

The resulting average is a valuable metric that
encapsulates the collective predictions of the model
for the given question and introduction. It provides
a robust summary of the model’s understanding
of the text, offering insights into the key themes
and conclusions the model has extracted from the
input. This average output can be used for vari-
ous applications, such as generating summaries,
making predictions, or informing decision-making
processes.

2.2 Tokenizer

In many natural language processing (NLP) tasks,
the original text must be processed into digital data
before it can be processed by computer. Thus,
the tokenizer was applied to divide the text into
words and convert it into unique coding. Given
a training data D = {X (™) oMM _ = x(m) jg
the processed input text. y("™is the corresponding
ground-true label, the Bert tokenizer is applied to

transform X (") as,
= [CLS]z1z923...x0 [SEP]y1y2...ym[SEP] (1)

where x and y represent tokens, n and m represent
the length of the first and second sentences, [C'LS]
special mark indicates the beginning of the text
sequence, [SE P] indicates the separator between
text sequences, respectively.

2.3 Legal-BERT Model

Legal-BERT is a specialized variant of the BERT
model tailored for the legal domain, leveraging a
corpus of legal text to facilitate advancements in
legal natural language processing research, com-
putational law, and legal technology applications
(Chen et al., 2023). This model inherits the pa-
rameter weights from BERT-Base, ensuring a solid
foundation for legal-specific tasks. In our study,
we employed the pre-trained Legal-BERT model,
built upon the Transformer library !, to handle the
complexities of legal language. The architecture
of Legal-BERT mirrors that of the original BERT
model, comprising an essential components: the
Transformer encoder block (Vaswani et al., 2017).
These blocks work to capture legal text’s intricate

1https://huggingface.co/nlpaueb/
legal-bert-base-uncased
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patterns and nuances. The model configuration
used in our experiment features 12 layers, 768 di-
mensions, 12 self-attention heads, and a total of
109 million parameters. This configuration bal-
ances model complexity and computational effi-
ciency, enabling us to tackle various legal NLP
challenges effectively.

Encoder block. Firstly, Legal-BERT performs the
embedding operation after receiving the processed
raw data. Through the above processing, we ob-
tained token embedding, segment embedding, and
position embedding (Zhang et al., 2021), followed
by a series of operations to obtain H, as follows.

H = Enc(X;0) ()

where H € R? is the logits with a dimensionality
of 768.

2.4 Output Layer

The BERT model has two major pretraining tasks:
mask language model (MLM) and next sentence
prediction (NSP), and the text implication task usu-
ally uses the NSP method to predict, that is, use
the hidden layer representation of [C'LS] bits to
predict the text classification (Ma et al., 2021). In
our proposed model, the output of the model is first
to use a softmax function and then perform argmax
on the results after softmax to obtain g,

g = argmax(softmax(W°H + h°%))  (3)

The training objective is to optimize the focal loss
between the true and predicted labels,

_ [ =gt g (gt iyt =1
o= { Gl i o) g @

where W € R represents the weight of the fully
connected layer, h° represents the offset of the fully
connected layer, H € R? is the output representa-
tion of [C'LS] token in the L-th layer, + is used to
control the weight of difficult-to-classify samples,
(™) are respectively the true label, (™) are respec-
tively the probability distribution of prediction.

2.5 Regularized Dropout (R-Drop)

To solve the problem of highly imbalanced data,
R-Drop is added to the output layer of Legal-BERT.
As shown in Figure 2, the same input can obtain
two logits, H; and Hs, respectively, during the R-
Drop process. Therefore, the model will output
two predicted values 1) and 42, as follows.

§M) = argmax(softmax(W°H, + h°))  (5)

DKL(P1| IPz)

DKLP/ P’
Pryley (Pi]|P)

" P(yvlx)  Pi(ylx)- = Pa(vlx)

Feed-Forward

Self-Attention

[
X CO © units ) dropped unitg X

Figure 2: The structure of R-Drop

5 = argmax(softmax(W°Hs + h°))  (6)

R-Drop uses a symmetrical Kullback-Leibler (KL)
divergence to constrain 4 and @, as follows.

; 1
Ll = 5 (D@18 + Drr@®N3") - (7)

Finally, the model will calculate the loss of two
predicted values §) and §(?) using focal loss, as
follows.

e = [ =g eg@) ifyV =1 g
r —5 7 log(1 —§M) if y =0

£1 :{ 7(1 7’?(2))7 log(gjm) Zf y(2) =1 (9)
L 9P log(1-9®) if y® =0

The training loss function for Legal-BERT is as
follows.

Li=Lyr + L% + LY (10)

3 Experimental Result

Datasets. The Legal Argument Reasoning Task in
Civil Procedure shared task data set is composed of
three CSV files: the size of the training set train.csv
sorted by expert comments is 666, the size of the
developing set dev.csv is 84, the size of test set
test.csv is 98. The data part of the train and dev set
mainly includes idx, question, answer, label, analy-
sis, complete analysis, and explanation. The data
part of the test set mainly includes idx, question,
answer, and explanation. Idx is used to represent
the number of each sample. The question is made
in the context of the content of the explanation.
The answer is a candidate answer in the sample.
Label indicates whether the question and candidate
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/Questlon 8. Technical fouls. Eban brings suit against Lorenzo for

| interference with business relations. Eban’s lawyer, Darrow, calls
Lorenzo’s lawyer, Sadecki, and tells her that he is filing suit that
afternoon. In which of the following scenarios may the case proceed
without formal service of process?
Answer: Darrow files the complaint and mails a copy of it by certified
mail to Lorenzo with two copies of a proper request for waiver. He
receives the green postal receipt back in the mail. Darrow files the
postal receipt with the court.
BERT Predicted label: 1
Legal-BERT Predicted label: 0

\\True label: 0 /

/ Question: 8. Technical fouls. Eban brings suit against Lorenzo foN
interference with business relations. Eban’s lawyer, Darrow, calls
Lorenzo’s lawyer, Sadecki, and tells her that he is filing suit that
afternoon. In which of the following scenarios may the case proceed
without formal service of process?

Answer: Darrow files the complaint and mails a copy of it by
certified mail to Lorenzo with two copies of a proper request for
waiver. He does not send a summons, signed and sealed by the court,
with the waiver request. He receives the signed waiver form back and
files it with the court.

BERT Predicted label: 0

Legal-BERT Predicted label: 1

N’ue label: 1 i

Figure 3: Examples of different models on the dev set

answer match, 0 for mismatch, and 1 for match-
ing. Analysis and complete analysis are used for
experimenters to understand why the label is O or
1. Explanation is used to indicate the subject of the
sample to which it belongs.

Evaluation Metrics. The Legal Argument Rea-
soning Task in Civil Procedure shared tasks are
evaluated using the standard evaluation indicators,
including Macro F}-score and Accuracy. The sub-
missions of all teams are ranked according to the
Fi-score. The metrics will be calculated as follows.

true positives

1D

Precision = — Iy
true positives + false positives

true positives

Recall = (12)

true positives + false negatives

2 x Precision X Recall

13)

F- —
L-seore Precision + Recall

Implementation Details. Initially, explanation
and question are concatenated when processing
data. The BERT (Devlin et al., 2018) is used as
the first model to solve this task. However, without
any treatment, the predicted value of the BERT is
all 0, and the effect is not ideal. Next, we used
the larger models RoBERTa (Liu et al., 2019) and
DeBERTa (He et al., 2020), but the predictions
and F'1_scores were identical to BERT. Due to the

Hyper-parameters Fine-tuning

—e— Legal-BERT
BERT

Fl-score
I
f=a)
=1

3.00e-05
Learning Rate

1.00e-05 2.00e-05 4.00e-05 5.00e-05

Figure 4: The performance of different learning rates
on the F'-score

extreme data imbalance, we found that the cross-
entropy loss function could not calculate the loss
correctly. Therefore, we changed the loss func-
tion for BERT, RoBERTa, and DeBERTa to focal
loss and dice loss. The results show that modi-
fying the loss function can slightly improve the
score, but the effect is not ideal. To solve the prob-
lem of extreme data imbalance further, we change
their loss functions to focal loss and dice loss (Li
et al., 2020) based on supervised contrastive learn-
ing (SCL) (Khosla et al., 2020) and R-Drop. The
results show that the combination of pairs can effec-
tively solve the problem of extreme data imbalance,
and the score has also been significantly improved.
During the experiment, we found that due to the
large number of proprietary legal terms in the data
text, the above model could not fully segment pro-
fessional vocabulary using the corresponding tok-
enizer. Therefore, we believe that the Legal-BERT
is the most suitable choice. As expected, Legal-
BERT has achieved good results in adding R-Drop
and focal Loss technologies, as shown in Figure 3.

Hyper-parameters Fine-tuning. We adjusted dif-
ferent learning rates and epochs to adapt to differ-
ent models to achieve the expected results. Legal-
BERT is better than BERT regardless of the learn-
ing rate, as shown in Figure 4. The optimal F7-
score was found at 4 with the batch size constantly
changing, as shown in Figure 5. We set the best
parameters in the final submitted results: warmup
steps are 10, weight decay is 0.01, the learning rate
is 3e-5, train batch size is 4, and epoch is 100.

Comparative Results and Discussion. The test
is first carried out on the development set, whose
size is 84. Facing the different predicted results
of other models and Legal-BERT, it is clear that
Legal-BERT performs better. Regardless of the
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Figure 5: The performance of different batch sizes on
the F-score

Model Loss Fy-score | Accuracy
BERT Cross-Entropy | 0.4437 0.7976
RoBERTa | Cross-Entropy | 0.4437 0.7976
DeBERTa | Cross-Entropy | 0.4437 0.7976
Legal-BERT | Cross-Entropy | 0.4437 0.7976
BERT Focal Loss 0.4688 0.8095
RoBERTa Focal Loss 0.4437 0.7976
DeBERTa Focal Loss 0.4956 0.7976
Legal-BERT Focal Loss 0.5599 0.6548
BERT Dice Loss 0.5468 0.6548
RoBERTa Dice Loss 0.4830 0.7738
DeBERTa Dice Loss 0.4830 0.7738
Legal-BERT Dice Loss 0.4943 0.7421

Table 1: models and methods.

model, as long as the loss function is cross entropy,
the final predicted value will be 0. Both dice loss
and focal loss can solve the problem of imbalance
in data, but focal loss is more effective. When SCL
and R-Drop were introduced, R-Drop achieved sig-
nificantly better results. Legal-BERT can deal with
legal vocabulary more thoroughly than other mod-
els. Overall, Legal-BERT+R-Drop+focal Loss is
the best combination obtained after experiments.
The F7i-score obtained from the experiments of sev-
eral models and methods is summarized in Table 1,
Table 2, and Table 3, and the result of the best sub-
mission is shown in Table 4. Although the sliding
window approach helps alleviate the token limita-
tions of Legal-BERT, models specifically designed
to handle longer documents, such as Longformer
(Beltagy et al., 2020) or Big Bird (Zaheer et al.,
2020), might offer superior efficiency. In the fu-
ture, our team will also use the above model to
solve the problem of long text.

4 Conclusion

In this research paper, we introduce a system sub-
mitted for evaluation in SemEval-2024 Task 5.
Leveraging the powerful pre-trained Legal-BERT
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Model Loss Fy-score | Accuracy
BERT + SCL Cross-Entropy | 0.4437 0.7976
RoBERTa + SCL | Cross-Entropy | 0.4437 0.7976
DeBERTa + SCL | Cross-Entropy | 0.4437 0.7976
Legal-BERT + SCL | Cross-Entropy | 0.4437 0.7976
BERT + SCL Focal Loss 0.5625 0.6428
RoBERTa + SCL Focal Loss 0.5460 0.8095
DeBERTa + SCL Focal Loss 0.4247 0.7381
Legal-BERT + SCL Focal Loss 0.5296 0.6706
BERT + SCL Dice Loss 0.4892 0.7302
RoBERTa + SCL Dice Loss 0.4437 0.7976
DeBERTa + SCL Dice Loss 0.4437 0.7976
Legal-BERT + SCL Dice Loss 0.5299 0.6508
Table 2: models and methods.
Model Loss Fy-score | Accuracy
BERT + R-Drop Cross-Entropy | 0.4437 0.7976
RoBERTa + R-Drop | Cross-Entropy | 0.4437 0.7976
DeBERTa + R-Drop | Cross-Entropy | 0.4437 0.7976
Legal-BERT + R-Drop | Cross-Entropy | 0.4437 0.7976
BERT + R-Drop Focal Loss 0.5637 0.6746
RoBERTa + R-Drop Focal Loss 0.4437 0.7976
DeBERTa + R-Drop Focal Loss 0.5650 0.6510
Legal-BERT + R-Drop Focal Loss 0.6690 0.8210
BERT + R-Drop Dice Loss 0.4824 0.6310
RoBERTa + R-Drop Dice Loss 0.4437 0.7976
DeBERTa + R-Drop Dice Loss 0.5155 0.6310
Legal-BERT + R-Drop Dice Loss 0.4437 0.7976

Table 3: models and methods.

[ Fi-score | Accuracy |
[ 06166 | 06837 |

Table 4: best submission result.

model as its foundation, our system underwent
essential modifications to enhance performance.
Specifically, we refined the loss function and in-
corporated the R-Drop technique to determine the
alignment between questions and their correspond-
ing answers accurately. The empirical results ob-
tained from our experiments demonstrate the ef-
fectiveness of our proposed system, showcasing its
strong performance capabilities. However, when
benchmarked against the leading systems in the
competition, it becomes evident that there are still
notable areas for further improvement. Looking
ahead, we are eager to explore the integration of
alternative legal-specific models and innovative
length text processing strategies. By pursuing these
avenues, we aim to achieve even more promising
results that can contribute significantly to advanc-
ing the field.
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